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bstract

An amperometric enzyme-based sensor-system for the direct detection of formaldehyde in air is under investigation. The biosensor is based on
native bacterial NAD+- and glutathione-independent formaldehyde dehydrogenase as biorecognition element. The enzyme was isolated from
yphomicrobium zavarzinii strain ZV 580, grown on methylamine hydrochloride in a fed-batch process. The sensor depends on the enzymatic

onversion of the analyte to formic acid. Released electrons are detected in an amperometric measurement at 0.2 V vs. Ag/AgCl reference electrode
y means of a redox-mediator. To optimize the sensing device, Ca2+ and pyrroloquinoline quinone (PQQ) were added to the buffer solution as
econstitutional substances.
At this stage, the sensor shows linear response in the tested ppm-range with a sensitivity of 0.39 �A/ppm. The signal is highly reproducible with
espect to sensitivity and base line signal. Reproducibility of sensitivity is more than 90% within the same bacterial batch and even when enzyme
f different bacterial batches is used.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In spite of their high sensitivity and selectivity the use of
iosensors for industrial or medical analysis is still restricted.
nzyme-based sensor-systems still suffer from their low long-

ime stability often provoked by the low stability of their
iological components [1]. They are also often restricted to
nalytes in solvent or fluidic analysis-systems, because an appro-
riate medium (solvent or gel) adjusted to the used enzymatic
ystem [2] is needed, to gain optimum activity and stability of the
nzyme and other biological components. Thus, for gas phase
nalysis additional sampling and accumulation steps have to be

ncorporated prior to the real measurement, showing a few draw-
acks such as high cost for technical equipment, longer sampling
ime and sometimes reduction of measuring-range.

∗ Corresponding author at: Chair of Functional Materials, University of
ayreuth, FAN-A Room A 0.09, 95440 Bayreuth, Germany.
el.: +49 921 557412; fax: +49 921 557405.
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nked formaldehyde dehydrogenase; Hyphomicrobium zavarzinii

The enzyme-based sensor-system investigated here is
esigned to avoid some of the difficulties mentioned above. In
ontrast to existing systems [3–5], the amperometric biosensor
etects the analyte formaldehyde directly from the gas phase
ithout prior accumulation or sampling steps. So, it can be
sed as an online detection system to monitor the formaldehyde
oncentration in ambient air.

Unlike other biosensors detecting formaldehyde, which often
se commercially available formaldehyde dehydrogenase from
. putida [6,7], or another NAD+- and/or glutathione-dependent
ormaldehyde dehydrogenase [8], the novel biosensor uses a
ye-linked formaldehyde dehydrogenase from H. zavarzinii
train ZV 580 as biorecognition element. This enzyme catal-
ses the conversion of the analyte without the need of NAD+,
cofactor which is very well known in the literature [9] for its

nstability in different buffers, its high over potential for direct

e-oxidation, and a proposed radical reaction mechanisms dur-
ng re-oxidation [10]. Therefore, a NAD-independent system is
xpected to show a better long-term stability than the available
ystems.
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Table 1
Formaldehyde concentration in the aqueous phase and the corresponding equi-
librium gas phase concentrations at 20 ◦C according to the equation given by
Dong and Dasgupta [15]

Concentration of CH2O in the
aqueous phase (mM)

Concentration of CH2O
in the gas phase (vppm)

2.62 0.5
11.69 2
31.4 5
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were conducted with varying formaldehyde concentrations as
stated in Table 1 at room temperature and the sensing device
was freshly prepared before each measurement.
S. Achmann et al. / Ta

A dye-linked formaldehyde dehydrogenase (DL-FDH) from
. zavarzinii strain ZV 580 was earlier described by Klein et al.

11] and further characterized by Schwartz et al. [12]. Also not
et verified, pyrroloquinoline quinone (PQQ) may be the bound
ofactor, and it is generally assumed that Ca2+ ions are required
or the stabilization of the tetrameric structure of DL-FDH and
or its optimal functionality [13].

In this study, the sensitivity of partially purified DL-FDH
rom H. zavarzinii strain ZV 580 on formaldehyde in an amper-
metric biosensor system, the cross-sensitivity and the effect of
dding Ca2+ ions and PQQ on the sensor signal are investigated.

. Materials and methods

.1. Chemicals

1,2-Naphthoquinone-4-sulfonic acid (sodium salt, approx.
7%, NQS) was purchased from Sigma, NAD+ (free acid,
pprox. 95%) from Merck. Formaldehyde sample solutions
ere prepared from a 36.5% stock solution (formalin solu-

ion, Riedel-de-Haen), containing 10% methanol as stabilizer,
y dilution. All other chemicals were of analytical grade.
istilled water was used to prepare standard and buffer

olutions.

.2. Organism and growth

The �-proteobacterium H. zavarzinii strain ZV 580 was cul-
ivated as described previously [14]. The strain H. zavarzinii
V 580 was from the collection of the “Institut für Allgemeine
ikrobiologie” (University of Kiel, Germany) and a generous

ift from Dr. Vorholt (INRA/CNRS, Castanet-Tolosan, France).
Briefly, bacteria were grown in a mineral medium in a

ully automated fed-batch process in a NLF22 bioreactor
rom Bioengineering (Wald, Switzerland) with 10 mM methy-
amine hydrochloride supplemented to the culture medium as
-source. The mineral medium contained 10 mM K2HPO4,
4 mM Na2HPO4, 10 mM MgSO4, 15 mM (NH4)2SO4, 4 �M
eSO4, 1 �M ZnSO4, 10 �M CaCl2, 1 �M CuSO4, 1 �M CoCl2,
86 �M (NH4)6Mo7O24, 5 �M MnCl2 and 4 �M EDTA and was
ept at a pH of 6.9 ± 0.1.

.3. Preparation of active DL-FDH

To receive active DL-FDH for application in the biosensor
evice, cell-free extract from the cultivated H. zavarzinii was
repared as described previously [14].

In short, the cell lysate was first saturated to 40% with
mmonium sulfate, stirred for 60 min at 4 ◦C and the resulting
recipitate was discarded. Subsequently the ammonium sulfate
oncentration was raised to 60% and the precipitate obtained
fter 60 min stirring at 4 ◦C (later called P60 or P60-fraction)
ontaining the DL-FDH was collected by centrifugation and

esuspended in a minimal volume of buffer (50 mM potassium
hosphate buffer pH 8.0). The P60 sample was desalted using a
ZebaTM desalt” spin column (Pierce, Bonn, Germany) and the
nal enzyme concentration was determined using a micro-BCA

F
c

66.4 10
03 15

rotein assay (Pierce, Bonn, Germany), both according to the
anufacturer’s instructions.

.4. Sensor set-up

The sensor is based on the enzymatic conversion of the
nalyte by DL-FDH from H. zavarzinii strain ZV 580 and sub-
equent electrochemical detection of released electrons with the
id of 1,2-naphtoquinone-4-sulfonic acid (NQS) as mediator
Fig. 1). The flux of electrons was recorded in an ampero-
etric measurement at +200 mV vs. Ag/AgCl reference (3 M
Cl, 210 mV vs. NHE) using a potentiostat (PGSTAT 12, Eco
hemie, The Netherlands).

The sensor device consists of a 3-electrode configuration with
isks of woven graphite gauze (Alfa Aesar, Ø = 15 mm) as work-
ng and counter electrode included in a plastic housing (Fig. 2).
oth electrodes were contacted with Pt-wire (Ø = 0.2 mm).
he gas diffuses into the liquid phase via a 15 mm diame-

er Teflon membrane (FALP02500, Millipore, France). Loss of
nzyme is restricted by a dialyses membrane with a MWCO
f 12,000–14,000 Da (Medicell International, London, Great
ritain).

Gaseous formaldehyde samples were collected from the head
pace above aqueous solutions of known concentration. The
H2O concentration in the gas phase above the solution was cal-
ulated according to the equation given by Dong and Dasgupta
15] as shown in Table 1.

The buffer within the sensor contained 0.1 M KCl with
0 mM phosphate at pH 8. The mediator NQS was added in
concentration of 5 mM to the phosphate buffer. Experiments
ig. 1. Mechanism of the measurement of released electrons in the enzyme
atalyzed conversion step of formaldehyde to formic acid.
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Fig. 2. Sensor set-up: plastic housing with different membranes and electrodes for the detection of the gaseous analyte formaldehyde.

Fig. 3. Sensitivity enhancement by quantitative increase of the enzyme load in use. (a) 300 �g protein included in P60-fraction in 200 �l buffer, (b) 600 �g protein
i l vapor above aqueous sample solutions. Potential applied: +200 mV vs. Ag/AgCl.
B ) = 0.5–15 vppm, c(CH3OH) = 30 mM (138 vppm in the gas phase [16,17]), both as
i

3

3

p
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s
d
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d
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u
t
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f
t
c
c

n P60-fraction in 200 �l buffer. Sensor response to formaldehyde and methano
uffer composition: 0.1 M KCl, 80 mM KH2PO4, pH 8, 5 mM NQS. c(CH2O

ndicated.

. Results and discussion

.1. Sensor characteristics

In order to optimize the sensitivity of the sensor, two different
ossibilities were examined: first, the enzyme load was gradually
ncreased by enhancing the amount of P60-fraction in use. For
ensor tests a P60-fraction with a final enzyme concentration,
etermined from micro-BCA protein assay, of 18 mg/ml was
sed with a specific activity of 0.023 U/mg protein (one unit
s defined as the amount of enzyme required for reduction of
�mol of dichlorphenolindophenol (DCPIP) per minute). In
etail, the enzyme load was increased from 300 �g to 1200 �g
f protein included in the P60-fraction.

The sensitivity was enhanced by doubling the enzyme load in
se from 76 nA/ppm to 200 nA/ppm when 300 �g or 600 �g pro-
ein in P60-fraction were tested, respectively (Figs. 3a, b and 4).
bviously, enzyme saturation is not reached for the amount of
ormaldehyde that has to be converted and the reaction is quanti-
atively limited by the enzymatic conversion rate. So in a range,
urrent is also a function of the enzyme load not only of the
oncentration of the analyte.

Fig. 4. Characteristic response curve of a sensor with an enzyme load of (�)
300 �g protein included in P60-fraction and (�) 600 �g protein of P60-fraction
in 200 �l buffer. Potential applied: +200 mV vs. Ag/AgCl. Buffer composition:
0.1 M KCl, 80 mM KH2PO4, pH 8, 5 mM NQS.
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F formaldehyde and methanol when an enzyme load of 1200 �g protein in P60-fraction
i l. Buffer composition: 0.1 M KCl, 80 mM KH2PO4, pH 8, 5 mM NQS, 1 �M PQQ,
5 r. (b) Linear response curve of the sensor in the tested range of 0.5–15 vppm CH2O.
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Table 2
Methanol concentration in the gas phase above aqueous methanol sample solu-
tions calculated by an Henry’s law constant at standard conditions (298.15 K)
given by Sander [16] and Snider and Dawson [17]

Concentration of CH3OH in
the aqueous phase (mM)

Concentration of CH3OH
in the gas phase (vppm)

3 13.8
3
6

t
n
d
t

a
evaluated but it was found that water vapor did not affect the
base signal of the senor (results not shown).

Fig. 6. Selectivity data of the sensing device. Methanol was used as possi-
ble interfering substance in the range of 3–60 mM in solution. (�) Gaseous
ig. 5. (a) Response of the sensor to the vapor above aqueous sample solutions of
s used and PQQ and Ca2+ was added. Potential applied: +200 mV vs. Ag/AgC
0 �M CaCl2. Enzyme loading: 1200 �g protein in P60-fraction in 200 �l buffe

Another possibility to enhance the sensor sensitivity is to
mprove the activity of the enzyme itself by adding PQQ
1 �M) and Ca2+ ions by means of 50 �M CaCl2 to the buffer
olution as previously reported in Ref. [14]. This so called
econstitution of the active form of the enzyme increases the
ensor sensitivity from 200 nA/ppm to 270 nA/ppm in the case
f 600 �g un-reconstituted and reconstituted protein in P60-
raction, respectively, i.e. approximately 25% higher sensitivity
results not shown). That is again due to the fact that higher
nzyme activity leads to higher enzymatic conversion rates,
esulting in a higher sensor signal.

At present, highest sensitivity is realized by adding PQQ and
a2+ to 1200 �g protein in P60-fraction and implementing this

or biorecognition. A characteristic signal is shown in Fig. 5(a,
) with a sensitivity of 390 nA/ppm, a t90-time of about 15 min
nd a linear response curve in the tested range.

.2. Selectivity of the sensing device

To evaluate the selectivity of the sensing device, interference
rom methanol and the influence of water vapor were of special
nterest.

Methanol is used in a concentration of 10% as a stabilizing
gent in the formalin solution, from which gaseous formalde-
yde samples were prepared. Furthermore, methanol is also a
ossible C-source for H. zavarzinii growth, so that the enzyme
reparation may contain a methanol metabolizing enzyme, too.

Aqueous solutions of methanol in the range of 3–60 mM were
repared and tested, to rule out the possibility that methanol
nstead of formaldehyde is responsible for the sensor signal or
hat there are any interferences by methanol. For comparison, an
queous solution of 103 mM CH2O, corresponding to 15 vppm
H2O in the gas phase, contains about 19 mM methanol. So,

he range mentioned above exceeds the amount of methanol
ncluded in the formaldehyde samples by far.

Gaseous methanol for interference tests were again sampled

bove the head space of the mentioned aqueous solutions. Gas
hase concentrations as shown in Table 2 were calculated by
enry’s law with a Henry’s law constant given by Sander [16]

nd Snider and Dawson [17].

m
s
K
r
p

0 138
0 276

The sensor showed no sensitivity to gaseous methanol in the
ested range, at all (Fig. 6) so that it can be stated, that there is
o influence of methanol on the sensor signal and that the signal
oes not result from any conversion of methanol included in the
est samples

Due to the fact that all gaseous samples are derived from
queous solutions, interferences from water vapor were also
ethanol samples generated by aqueous solutions; ( ) gaseous formaldehyde
amples. Potential applied: +200 mV vs. Ag/AgCl. Buffer composition: 0.1 M
Cl, 80 mM KH2PO4, pH 8, 5 mM NQS, 1 �M PQQ, 50 �M CaCl2. Data

eceived from two freshly prepared sensors with an enzyme load of 1200 �g
rotein in P60-fraction in 200 �l buffer.
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Fig. 7. Reproducibility of the sensor. Different 1200 �g P60-fraction enzyme samples in 200 �l buffer are used. (a) Effect of deterioration during storage for 24 h
a ) enzy
z V vs.
1
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to the buffer solution without CaCl2.

The sensor response to formaldehyde is almost completely
lost when Ca2+ is complexed by EDTA (Fig. 9, time gaps result
from inconsistent measurement periods of the two experiments).

Fig. 8. Sensor signal for a PQQ mediated biosensor and a biosensor where
t 4 ◦C: ( ) freshly prepared enzyme samples as biorecognition element; (©
avarzinii batch cultures: ( ) culture 1; (©) culture 2. Potential applied: +200 m
�M PQQ, 50 �M CaCl2. c(CH2O) = 2–15 vppm.

.3. Reproducibility of the sensor signal

Reproducibility of the sensor signal was especially evaluated
ith regard to deterioration of the enzyme sample and influences
f microbial enzyme production.

Therefore, enzyme samples isolated from H. zavarzinii
rown in different bioreactor batches were examined. Deteri-
ration was reviewed after the enzyme sample was kept at 4 ◦C
or 24 h.

The signal was highly reproducible when enzyme of the same
acterial batch was used and the influence of deterioration during
torage was quite low. After 24 h at 4 ◦C the reproducibility
f the sensor signal is about 98.5% related to freshly prepared
nzyme (Fig. 7a, 350 nA/ppm and 360 nA/ppm, respectively).
ven when enzyme samples isolated from H. zavarzinii cells
rown in different bioreactor batches were used, the signal was
ery repeatable. As can be seen from Fig. 7b, the sensitivity of
he sensing device is altered from 350 nA/ppm to 390 nA/ppm
or two different cell cultures, meaning a reproducibility of about
2%. In this case the linear range of the sensor prepared with cell
ulture 1 from 0 vppm up to 10 vppm was taken into account.

Reproducibility data after storage are quite promising. After
ptimizing the storage procedure there will be hardly any dis-
dvantages of producing the enzyme samples in greater amount
n one bioreactor process and store them for later use.

.4. Cofactor mediated biosensor

In order to reduce the number of components involved in
he reaction chain, PQQ which is a possible mediator for dehy-
rogenase enzymes [18,19], was used as mediating cofactor
nd reconstitution element simultaneously. The cofactor was
sed in concentrations of 1 �M and 10 �M, added to the buffer
olution.

The sensor shows a formaldehyde concentration dependent
ignal, when 1 �M PQQ is used. The sensitivity of the sen-
or is 140 nA/ppm meaning about 35% of the sensitivity of a

econstituted sensor with an enzyme load of 1200 �g protein in
60-fraction (cp. Fig. 5, sensitivity 390 nA/ppm). Increasing the
QQ concentration to 10 �M does not lead to higher sensitivity
f the sensor (results not shown).

n
b
5
8
c

me stored at 4 ◦C for 24 h. (b) Enzyme samples of diverse Hyphomicrobium
Ag/AgCl. Buffer composition: 0.1 M KCl, 80 mM KH2PO4, pH 8, 5 mM NQS,

Without the addition of any mediator or of PQQ, a very low
lectron transfer rate to the electrode was detected (Fig. 8). A
ossible reason for this low current are not yet identified redox-
ctive substances in the protein fraction that can be converted at
he electrode producing an amperometric signal. It is also possi-
le, that the enzyme itself is directly re-oxidized at the electrode
urface. For this possibility the sensitivity decline or may be
oss at 10 vppm would indicate an electron transfer limitation
or higher analyte concentrations.

Further investigations have to be done to clarify this phe-
omenon.

.5. Complexation of Ca2+

A quasi-negative control was prepared by complexation of
he structurally important Ca2+ by the addition of 1 mM EDTA
o the buffer solution. In that case, only 1 �M PQQ was added
o mediator was added, enzyme load: 1200 �g protein in P60-fraction in 200 �l
uffer. ( ) 1 �M PQQ is added to a buffer solution (0.1 M KCl, 80 mM KH2PO4,
5 �M CaCl2, pH 8) (©) no mediator is added to the buffer solution (0.1 M KCl,
0 mM KH2PO4, 50 �M CaCl2, pH 8). Potential applied: +200 mV vs. Ag/AgCl.
(CH2O) = 0.5–15 vppm.
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Fig. 9. Complexation of Ca2+ by EDTA: comparison of a sensor signal charac-
teristic for a ( ) PQQ and CaCl2 reconstituted enzyme sample (buffer: 0.1 M
KCl, 80 mM KH2PO4, pH 8, 5 mM NQS, 1 �M PQQ, 50 �M CaCl2) and (©)
an enzyme sample where Ca2+ is complexed by the addition of 1 mM EDTA
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[17] J.R. Snider, G.A. Dawson, J. Geophys. Res. 90D (1985) 3797.
[18] I. Willner, R. Baron, B. Willner, Biosens. Bioelectron. 22 (9–10) (2007)

1841.
o the buffer solution (buffer: 0.1 M KCl, 80 mM KH2PO4, pH 8, 5 mM NQS,
�M PQQ). Potential applied: +200 mV vs. Ag/AgCl. Enzyme load: 1200 �g
rotein in P60-fraction in 200 �l buffer. c(CH2O) = 2–15 vppm.

As it was corroborated by the loss of sensitivity through com-
lexation, Ca2+ plays an important role in the active centre of
L-FDH and for the sensing purpose.
It is likely that Ca2+ already embedded in the enzyme struc-

ure cannot be complexed by the added EDTA in solution and
o a negligible amount of enzyme is still possible to convert
ormaldehyde causing the marginal signal shown in Fig. 9.

. Conclusion and perspectives

In the studies presented above, native DL-FDH isolated from
. zavarzinii strain ZV 580 was successfully implemented in
sensing device. Using the DL-FDH it was possible to detect

aseous formaldehyde with a dehydrogenase enzyme without
he addition of the unstable, unbound cofactor NAD+ directly
rom the gas phase. With the elimination of NAD+ it is much
ore promising to obtain a sensor device with higher long-term

tability.
Further on, it was demonstrated that the detection of gaseous

ormaldehyde by DL-FDH is selective against methanol and that
ater vapor does not influence the measurement result at the air

aturation point at room temperature.
Reproducibility of the measured signal was over 90% when

he sensitivities of deteriorated enzyme samples and even of
nzyme samples isolated from different H. zavarzinii cultures

ere compared to freshly prepared protein fractions.
Reconstitution with PQQ and Ca2+ improved the sensitivity

f the device and showed the importance of these substances for
he activity of the enzyme.

[
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First experiments with a cofactor mediated reaction chain
ere very promising. Using a PQQ-functionalized electrode,
uch more effective electrical contact between enzyme and

lectrode might be possible. Anyway, the elimination of another
dditional substance, in this case the additional mediator NQS,
ill again enhance the feasibility to get a more stable sensor
evice.

For this, further work is under investigation to determine the
ependence of the sensor stability from different factors and to
valuate the benefit of the formerly stated improvements.
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bstract

The present paper deals with an analytical strategy based on coupling photo-induced chemiluminescence in a multicommutation continuous-
ow methodology for the determination of the herbicide benfuresate. The solenoid valve inserted as small segments of the analyte solution was
equentially alternated with segments of the NaOH solution for adjusting the medium for the photodegradation. Both flow rates (sample and
edium) were adjusted to required time for photodegradation, 90 s; and then, the resulting solution was also sequentially inserted as segments

lternated with segments of the oxidizing solution system, hexacyanoferrate (III) in alkaline medium. The calibration range from 1 �g L−1 to
5 mg L−1, resulted in a linear behaviour over the range 1 �g L−1 to 4 mg L−1 and fitting the linear equation: I = 4555.7x + 284.2, correlation
oefficient 0.9999. The limit of detection was 0.1 �g L−1 (n = 5, criteria 3σ) and the sample throughput was 22 h−1. The consumption of solutions
as very small; per peak were 0.66 mL, 0.16 mL and 0. 32 mL sample, medium and oxidant, respectively. Inter- and intra-day reproducibility
esulted in a R.S.D. of 3.9% and 3.4%, respectively.
After testing the influence of a large series of potential interferents the method is applied to water samples obtained from different places, human

rine and to one formulation.
2008 Elsevier B.V. All rights reserved.
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. Introduction

Benfuresate (2,3-dihydro-3,3-dimethylbenzofuran-5-yl
thanesulphonate) is a viscous brown-coloured liquid, which
an solidify at ambient temperature. Its average photolysis
ime in an aqueous solution exposed to the sunlight is 7 days.
he compound is soluble in water (0.261 g L−1) and in organic
olvents such as methanol, acetone, dichloromethane, toluene
nd ethyl acetate. Its molecular structure is shown in Fig. 1.

Benfuresate is a herbicide against weeds widely used on
otton, tobacco, sugarcane, rice, maize and bean crops. The

ompound acts by inhibiting fat synthesis—it is specially effi-
ient against Digitaria, Sectaria, Cyperus, Portulaca, Solanum
nd Gallium; also, it is moderately toxic, and an eye and skin

∗ Corresponding author at: Departamento de Quimica Analitica, Universidad
e Valencia. c/ Moliner 50, Burjassot, Valencia 46100, Spain.
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uresate

rritant. Pursuant to current regulations, it is available as emulsi-
ying concentrates, liquids and wettable powders for use in low
r ultra-low volumes [1].

Benfuresate is moderately toxic by ingestion and virtually
armless when absorbed through the skin. A study involving
hree generations of mice that were given a dose of a few

g kg−1 day−1 exposed no adverse effect on reproduction (fer-
ility, pregnancy and nursing). Also, no teratogenic effects on
ats or mice, or mutagenic effects on cell cultures, have been
etected. As regards animal metabolism, the herbicide has never
een detected in urine or milk. This suggests that it is absorbed
nto the blood stream via the gastrointestinal tract and metabo-
ized for release via urine.

The earliest determination of benfuresate was reported in
000, when Nemoto et al. [2] quantified it together with 110
ther pesticides in vegetables by GC–MS (SIM) following pre-

oncentration on a silica column. Also in 2000, Kaihara et al.
3] determined benfuresate and 27 other pesticides in fruits and
egetables by supercritical fluid extraction following separation
n an HPLC column. In 2002, the same authors [4] determined
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Fig. 1. Molecular structure of the benfureaste.

8 pesticides including benfuresate in rice, fruit and vegetable
amples by using supercritical fluid extraction in combination
ith HPLC–MS. Also in 2002, Ueno et al. [5] determined
7 nitrogen- and sulphur-containing pesticides – benfuresate
ncluded – in vegetables by using GC-NPD/FPD. The most
ecent determinations of benfuresate were reported by Sakamoto
nd Tsutsumi [6] who used solid-phase micro-extraction in 2004
o determine 174 pesticides in water samples; Chu et al. [7] who
mployed GC–MS in 2005 to determine 266 pesticides in apple
uice, and our own group [8] who determined benfuresate and
thofumesate in water, commercial formulations, soil and urine
y their native fluorescence.

Based on the foregoing, the pesticide has never been
etermined on the basis of its chemiluminescence or using mul-
icommutation methodology [9–11]. In this work, we used the
hoto-induced chemiluminescence of benfuresate to determine
t in a multicommutated continuous-flow system. Advantages
f this emergent methodology have been discussed elsewhere
10].

. Experimental

.1. Reagents and apparatus
All solutions were prepared in purified water by
everse osmosis and then deionised (18 M� cm) with a
ybron/Barnstead Nanopure II water purification system pro-

m
b
w

ig. 2. Continuous-flow manifold of the multicommutation type B, benfuresate solut
olution; w, water; V1, V2 and V3; solenoid valves; Qn, flowing channels, 1 benfures
ow-cell; PMT, photomultiplier tube; W, waste; and, PP, peristaltic pump.
/ Talanta 75 (2008) 717–724

ided with a fibber filter of 0.2-�m pore size. All reagents used
ere analytically pure unless stated otherwise.
The benfuresate was from Dr. Ehrenstorfer GmbH (97.3%,

usburg, Germany). Another pesticide tested as interferent
thofumesate was also from the same manufacturer (98.5%,
r. Ehrenstorfer GmbH). Other chemicals were strong inor-
anic acids and alkalis, oxidants as KMnO4, Ce(NH4)2(NO3)6,
2O2 and K3Fe(CN)6 (all of them from Panreac, Spain);
rganized media reagents and sensitizers: formic acid, ace-
onitrile, 2-propanol, N,N-dimethylformamide, arabig gum,
esorcine, o-acetotoluidine, sodium dodecyl sulphate, hexade-
ylpyridinium chloride, �-cyclodextrine (Fluka), benzalconium
hloride, Tween 80 (Guinama), quinine sulphate, Rho-
amine B and Rhodamine 6G (Sigma–Aldrich), Triton X-100
Scharlau), ethanol, N-cetyl-N,N,N-trimethylammonium bro-
ide, cumarine and fluorescein (Panreac); as photodegradation
edia were used Fe(NO3)3·7H2O (Probus) and FeSO4·9H2O

Merck).
The experimental set-up (Fig. 2) consisted of PTFE tubing

f 0.8 mm i.d. and a Minipuls-2 pump from Gilson (Worthing-
on, OH), and was completely automated by using three model
61T031 solenoid valves from NResearch (Northboro, MA) that
ere connected to a custom-made KSP interface. The whole sys-

em was governed via software developed by the authors under
he Microsoft Windows 98 operating system and run on a Pen-
ium PC. The software and interface allowed each valve, the
nsertion sequence and the number of cycles to be controlled as
function of the number of samples, reagents and standards to be
sed. The photoreactor was a PTFE tube 150 cm long × 0.8 mm
.d. that was helically coiled around a commercial low-pressure
ylvania 15 W mercury lamp. The flow-cell was a spirally coiled
uartz tube behind which a reflecting surface was placed in order
o maximize light collection. The cell was placed next to the win-
odel from Electron Tubes that was operated at 1180 V) and the
ody of elements (last solenoid valve, cell and photomultiplier)
as accommodated in a specially designed black box in order to

ion; M, medium solution for photodegradation; PhR, photoreactor; Ox, oxidant
ate solution, 2, photodegradation medium, 3 oxidant solution and 4 water; Fc,
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ompletely block ambient light. The output of the photomulti-
lier tube was connected to a computer equipped with a counter,
hich was also supplied by Electron Tubes.

.2. Flow assembly

The manifold used throughout is depicted in Fig. 2. The peri-
taltic pump was placed behind the detector in order to aspirate
he sample and reagents into the flow-cell at an overall rate of
0 mL min−1. Had the pump been placed in front of the valve,
ressure building within the system might have caused connec-
ors to dislodge. The valve operational sequence for inserting
lternated segments of two different solutions, can be described
ith the expression N*(t1, t2), where t1 and t2 are the times dur-

ng which the valve is ON and OFF (ON when inserting one
olution and OFF the other), respectively, and N is the number
f ON/OFF cycles used (the number of total inserted segments).
he previous assembly was used both for preliminary testing
nd for the proper determinations. Only the number of pulses
N) and their length (t1 and t2) for each solenoid valve changed
etween tests.

The assembly included three solenoid valves and four PTFE
ubing channels: valve V1 allows alternating solution segments
rom the analyte (Q1) and the medium to the photoreactor.
alve V3 alternate the oxidant solution (through channel Q3)
nd water (Q4) flowing to wash manifold between two con-
ecutive cycles. The chemiluminescent reaction is performed
hen valve V2 alternate micro-segments oxidant and the result-

ng solution from the photoreactor. The operating sequence was
s follows. The valve ON/OFF sequence used in the optimiza-
ion tests started with 50 alternate microinsertions of pesticide
nd photodegradation medium. During each microinsertion,
1 was kept ON for 0.4 s to aspirate benfuresate via Q1 and
hen OFF for 0.2 s to aspirate photodegradation medium via
2. During the 30 s where the sample was inserted, V2 was
ept ON in order to allow the photoreactor to be loaded with
enfuresate–photodegradation medium mixture. Then, V1 and

c
f
g
w

Fig. 3. Influence of the oxidant system and photodegradation media a
/ Talanta 75 (2008) 717–724 719

2 were switched OFF and the flow was stopped for 150 s in
rder to irradiate the sample with UV light. During that inter-
al, Q4 was used to circulate water in order to remove any
xcess benfuresate-photodegradation medium mixture poten-
ially reaching the flow-cell. After 165 s, V3 was switched ON to
nsert the oxidant. Once the flow was stopped, V2 was switched
N to have 30 alternate micro-segments of photo-degraded pes-

icide and oxidant inserted. This valve was placed 2 cm from
he flow-cell in order to maximize the resulting signal. Once
he chemiluminescence response was obtained and the baseline
estored, a new cycle was started.

. Results and discussion

.1. Preliminary tests

Initial tests involved screening for pesticides giving a chemi-
uminescent product. To this end, we used various types of media
ncluding H2O, 0.05% H2O2, 6 × 10−5 M Fe3+, 6 × 10−5 M
e2+ and 10−3 M NaOH; a photodegradation time (stopped-
ow) of 2.5 min, and reaction with 7 × 10−4 M KMnO4 in 2 M
2SO4. Based on the results, we chose benfuresate for further

esting, as it was one of the pesticides best performing in the
ests.

Subsequent tests were conducted with a 8 mg L−1 concentra-
ion of benfuresate and various oxidants including 6 × 10−3 M
e(IV) and 7 × 10−4 M MnO4

− (both in 2 M H2SO4), and also
e(CN)6

3− in 1.5 M NaOH. The use of ceric and ferricyanide
ons in their respective media as oxidants in conjunction with
e(II) and H2O as photodegradation media was found to provide

he highest outputs (see Fig. 3).
In order to choose the most suitable medium and oxidant, we

erformed additional, pre-calibration tests using analyte con-

entrations from 0.5 mg L−1 to 5 mg L−1. Such tests revealed
erricyanide as an oxidant and water as degradation medium to
ive a greater slope (2139.9) than did Ce(IV) in combination
ith water (1393.9) or aqueous ferrous ion (1175.7). Based on

nd the emission output of benfuresate (8 mg L−1 benfuresate).
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Table 1
Study of different media and photodegradation time intervals (1 mg L−1 benfuresate)

Time (s) Medium [pH]

HClO4 5 × 10−2 M
[1.5]

HClO4 (×10−4 M)
[2.95]

HClO4 (×10−6 M)
[4.4]

Deionized
water [6.1]

NaOH (×10−6 M)
[6.6]

NaOH (×10−4 M)
[8.8]

NaOH (×10−2 M)
[11.3]

0 87 46 68 67 140 56 71
30 1028 1597 2707 3784 2564 2481 1055
60 1203 2250 3762 4400 3687 3268 1179
90 1148 2643 4050 3984 3751 3641 1350

120 804 2391 4021 2751 3222 3337 1300
150 734 2262 3846 1950 2941 2641 1290
180 630 1784 3184 1627 2134 2157 1240
240 453 1057 2900 1352 1945 1954 1003
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n bold the highest emission outputs.

hese results, Fe(CN)6
3− was selected as an oxidant and H2O as

hotodegradation medium.
The nature of the photodegradation medium can influence the

pecific photoproducts obtained and/or their concentrations, and
lso the photodegradation time required. We thus examined the
ffects of both variables at once, using 6 × 10−3 M Fe(CN)6

3−
n 1.5 M NaOH as an oxidant and a benfuresate concentration of
mg L−1. The specific media and photodegradation times used,
nd the results they provided, are shown in Table 1.

The optimum photodegradation time was always 60–90 s.
n fact, longer times (more than 120 s) resulted in decreased
ignals, possibly by effect of the formation of other, non-
hemiluminescent photodegradation products. The greatest
mission intensity was that obtained in the aqueous medium;
owever, the analytical signals obtained in 10−6 M HClO4 were
lso quite substantial, so both media were considered in subse-
uent tests.

The UV–vis spectra for the photodegraded solutions exhib-

ted an identical profile but differences in absorptivity in the

aximum absorption region. Benfuresate was photodegraded
y using variable irradiation times in order to examine their
ffect.

i

c
t

Fig. 4. Influence of the Fe(CN)6
3− concentration in two different media (1.5 m
.2. Influence of the alkaline medium, the oxidant
oncentration in it and the type of acid used as
hotodegradation medium

The oxidant concentration is a critical variable for chemi-
uminescent systems [12]; in fact, too low concentrations can
esult in very small or even undetectable signals, whereas too
igh levels can lead to self-absorption of the chemiluminescence
y the oxidant. This led us to conduct a comprehensive study of
he influence of the oxidant concentration on the chemilumines-
ent system. We examined the effects of the oxidant and NaOH
oncentrations. As can be seen from Fig. 4, the analytical signal
eaked at an oxidant concentration of 5 × 10−4 M, which was
hus chosen to study the effect of the NaOH concentration. This
as examined over the range 0.1–2.5 M, using a benfuresate con-

entration of 1.5 mg L−1 in both photodegradation media (water
nd perchloric acid). As can be seen from Fig. 5, using 10−6 M
ClO4 as photodegradation medium resulted in substantially
ncreased signals.
The previous study was extended to the influence of the spe-

ific alkali used as oxidation medium (NaOH and KOH) and
he acid employed as photodegradation medium (water, HCl,

g L−1 benfuresate). Upper curve, perchloric acid and lower curve, water.
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Fig. 5. Influence of the acid and alkali for photodeg

2SO4, HNO3, H2P4O7 and HClO4), using a fixed concentra-
ion for both the former (1.5 M) and the latter (10−6 M). The
est oxidation medium with all acids used as photodegradation
edia was found to be NaOH, which was adopted for further
ork. Also, HClO4 was found to provide a signal 15% taller

han that obtained with H2SO4, so the former was kept as the
hotodegradation medium of choice (Fig. 6).

.3. Influence of surfactants and sensitizers

Chemiluminescent reactions [13,14] can be benefited from
he use of organized media (usually surfactants); in fact, such

edia can boost the emission intensity [15] by protecting the

xcited species from interactions with its closest environment,
hereby avoiding radiationless losses of energy. On the other
and, sensitizers (fluorophores) facilitate energy transfers by act-
ng as chemiluminescent acceptors and, ultimately, as the light

ig. 6. Influence of the NaOH concentration (1.5 mg L−1 of benfuresate).
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on and chemiluminometric oxidation, respectively.

mitters; in this way, they facilitate indirect chemiluminescence-
ased determinations. Based on the foregoing, we tested various
ensitizers and surfactants.

Experimental results demonstrated using 20% acetonitrile as
ensitizer increased the net analytical signal by up to 450%.
lso, acetonitrile exhibited a much lower blank signal – which

s important with a view to obtaining good detection limits – than
id the other sensitizers and surfactants studied. The optimum
mount of acetonitrile was determined by using a proportion
rom 1% to 20%. Based on the results, a 2.5% concentration
esulted in the maximum possible net signal (i.e. the largest pos-
ible difference from the blank signal), so no more acetonitrile
eed to be added to the medium (Table 2).

Photochemical pathways (primary and secondary reactions)
or the sensitized oxidations depend on its state of ionization that
an be modified by the solvent used and properties of solvent.
he influence of the acetonitrile on irradiation processes has
een discussed in some few papers [16–19]. The photochemical

rocess was found to depend markedly on solvent polarity; on the
hotosensitized oxidation of phenylthioacetic acid, changing the
olvent from acetonitrile to water led to a dramatic change in the
rimary photochemical pathways. In the photosensitized oxida-

able 2
tudy of the influence of the acetonitrile concentration (photodegradation
edium) on the outputs (0.25 mg L−1 benfuresate)

cetonitrile concentration (in %) Blank signal Pesticide signal Output

1 43 3818 3771
2.5 46 6137 6091
5 47 5774 5727
0 148 6025 5877
0 150 6112 5962

n bold the highest emission outputs.
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ive degradation of some pesticides in which the mixture was
lso used acetonitrile/water; the photoproducts obtained and the
eduction potential of the photo-excited sensitizer were in agree-
ent with a primary mechanism involving an electron-transfer

rom the pesticide to the excited photo-sensitizer. These results
howed that an electron-acceptor photo-sensitizer may increase
he rate of photodegradation. A non-singlet-oxygen mechanism
s proposed, in which an excited sensitizer is quenched by oxy-
en to produce a sensitizer radical cation and a superoxide ion
O2

•−), the former of which oxidizes, while O2
•−reacts with

he resulting •+ to give the major oxidation products.

.4. Combined effect of the photodegradation and
xidation temperatures

The influence of the two temperatures was initially exam-
ned separately. Temperature can have a relatively complex
ffect on chemiluminescence. As is usually the case with flu-
rescent systems, an increased temperature should result in
ecreased emission through an increased likelihood of deactiva-
ion via external conversions leading to an increased frequency
f collisions with other molecules. However, chemiluminescent
ystems additionally involve a chemical reaction, which can be
avored by an increased temperature. Therefore, the net result

an be the acceleration of the chemiluminescent reaction.

The effect of the photodegradation temperature was studied
y placing the vessels containing the sample, photodegradation
edium and water in a Tectron 200 analogue immersion bath

7
t
O
o

ig. 7. Working optimized program for the solenoid valve set (figure and data). Th
0(0.4, 0.2), 0.5; V2 = 0, 30, 150, 30(0.6, 0.2), 0.5; V3 = 165, 39; tcycle = 240 s.
/ Talanta 75 (2008) 717–724

rom J.P. Selecta at temperatures from 20 ◦C to 80 ◦C. In order
o study the influence of the oxidation temperature in isolation,
he vessels containing 10−4 M KMnO4 and water were also
mmersed in the previous bath at temperatures from 25 ◦C to
0 ◦C. In both cases, raising the temperature resulted in a grad-
al decrease in emission intensity; thus, the intensity at 80 ◦C
as only 66% of that obtained at room temperature, the latter
eing chosen for subsequent tests.

.5. Multivariate optimization

The last step in the optimization process involved using the
odified simplex method (MSM), a multiparametric mathemat-

cal model, to examine the combined effect of flow rates over
he range 7.0–11.0 mL min−1; a number of segments of 20–40
or V2; ON and OFF times of 0.4–0.8 s and 0.1–0.4 s, respec-
ively, for the same valve; and ON and OFF times of 0.1–0.5 s for

1. The MSM uses a simple algorithm to construct polyhedra
n a multi-dimensional space from the different intervals, which
onstitute the vertices of the polyhedra. The algorithm seeks to
dentify the optimum vertices (viz. those resulting the highest
ossible analytical signals) [20,21].

Subsequently, the intervals were fitted to the optimum region
efined by the first simplex. The new intervals studied were

50–1000 pump display; 24–30 segments for V2; ON and OFF
imes of 0.4–0.7 s and 0.2–0.2 s, respectively, for V2; ON and
FF times of 0.4–0.6 s and 0.1–0.2 s, respectively, for V1. Based
n the results of the simplex, the new dynamic parameters for

e working preliminary set (previous to optimization) was as follows: V1 = 0,
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Table 3
Influence of foreign compounds

Interferent C (mg L−1) Er (%)

Fe3+ 0.25 −4.5
Fe2+ 1 −3.2
NH4

+ 500 −2.5
Mn2+ 5 3.8
K+ 500 −5
Na+ 500 4.8
Zn2+ 100 −1.8
Mg2+ 500 1.0
Cd2+ 10 3.2
Cu2+ 0.5 −4.1
Ca2+ 100 3.0
Ni2+ 50 1.1
Co2+ 2 −4.6
Pb2+ 2 4.4
Cr3+ 2 −1.0
CN− 2 4.3
H2PO4

− 250 −3.3
CH3COO− 5 0.6
I− 50 2.2
NO2

− 5 −3.7
NO3

− 1 −4.3
Cl− 500 0.2
HCO3

− 500 3.5
CO3

2− 100 3.3
CrO4

2− 2 −0.8
SO4

2− 500 −7.4
Urea 100 4.2
Ethofumesate 3 1.9
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he solenoid valves corresponded to the configuration defined in
ig. 7, and a total flow rate of 10 mL min−1.

. Analytical applications

The optimum operational conditions identified in previous
ests were used in combination with benfuresate concentra-
ions over the range 1–95 mg L−1 (n = 9) in order to obtain

calibration curve that was linear over the concentration
ange 1 �g L−1–4 mg L−1 (n = 6) and conformed to the equa-
ion I = 4555.7x + 284.2, where I is the emission intensity and
is the analyte concentration. The correlation coefficient was

.9999.
The limit of detection was calculated as the lowest pesticide

oncentration giving a signal equal to that of the blank plus
hree times its standard deviation (σ). The value thus obtained
as 0.1 �g L−1 (n = 5).
Within-day deviations were estimated by using 11 insertions

f a sample containing a 0.15 mg L−1 analyte concentration
nd between-day deviations from five aliquots of a sample
ontaining 0.2 mg L−1 benfuresate that was inserted on non-
onsecutive days. Both types of deviation were calculated to be
.4%. According to this series of insertions of the analyte dis-
olution a sample throughput was 22 h−1 and being the sample
nd reagents consumption was 0.66 mL, 0.16 mL and 0.32 mL
ample, photodegradation medium and oxidant, respectively.

The potential interferents studied included both inorganic
ations and anions, and a pesticide of the benfuresate family.
o this end, we used a 0.5 mg L−1 concentration of analyte and
0.1–500 mg L−1 concentration of each interferent. The result-

ng signals were compared with that provided by a 0.5-mg L−1

olution of the analyte containing none of the studied interfer-
nts. A potential interferent was assumed not to interfere when
t altered the analytical signal by less than 5%. See Table 3.

Using a bond Elut C18 solid-phase extraction cartridge from
arian [8] allowed the interferences of Fe2+, Fe3+, Mn2+, Cd2+,
u2+, Co2+, Pb2+, Cr3+, CrO4

2−, CN−, CH3COO−, NO3
− and

O2
− to be avoided. A solution containing the previous ions

t a 500 mg L−1 concentration and the analyte at 0.5 mg L−1

n a final volume of 25 mL was passed through the cartridge,
hich was washed with 20 mL of deionized water. Then, the

nalyte was eluted with 0.625 mL of acetonitrile (2.5% in the
nal volume) and the eluate was made to 25 mL with deionized
ater. The error thus obtained in the benfuresate concentration
as 3.1%. Therefore, all interferents were successfully removed

s per the above-described criterion.

.1. Application to water, human urine and commercial
ormulations

The water samples required prior passage through a C18 solid-
hase extraction cartridge, which was then washed with 20 mL of
eionized water, dried and eluted with 0.625 mL of acetonitrile

2.5% in the final volume), the eluate being made to 25 mL with
eionised water.

Commercial pesticide formulations contain both the active
ompound and other ingredients including emulsifiers, disper-

c
a
s
m

aximum assayed concentration (0.5 mg L−1 benfuresate). Anion and cation
olutions were prepared from sodium and chloride salts, respectively.

ants and adjuvants (inert compounds) intended to improve
preading and availability in the target medium.

Because no commercial formulations of benfuresate were
vailable from registered local pesticide manufacturers, we pre-
ared a laboratory formulation containing the inert ingredients
ncluded by the US Environmental Protection Agency among
he allowed compounds for pesticide formulations [22]. The for-

ulation was of the type typically used in Spain (emulsionable
oncentrations, GCPF code) [23] and contained 40% benfure-
ate and 60% acetone.

The urine sample was collected from a healthy male and
piked with benfuresate at a 0.5 mg L−1 concentration prior to
assage through a C18 cartridge that was washed with 20 mL
f deionised water and eluted with 0.625 mL of acetonitrile,
he eluate being made to 25 mL with deionised water for anal-
sis. Obtained results (recoveries) were as follows: residual
ater (Xirivella, Spain) 103.5 ± 4.5; tap water (Burjassot, Spain)
8.4 ± 2.3; bottled water (Bejis, Spain) 97.1 ± 4.0.

. Conclusions

A new method based on the photo-induced chemilumines-

ence of benfuresate was developed for its determination in
multicommutated flow analysis system using alkaline potas-

ium ferricyanide to generate the chemiluminescence in a direct
anner.
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Multicommutated flow analysis allows manifolds to be
iniaturized, reproducibility to be increased by effect of the

eed for minimal operator intervention, and consumption of
ample and reagents to be reduced relative to FIA as the two
re only circulated for the time strictly needed.

The proposed method was successfully used to determine the
esticide benfuresate in various types of environmental (mineral,
upply and waste waters) and biological samples (human urine),
s well as in commercial formulations. The method is more eas-
ly automated, uses less sample and reagent per analysis, and is
etter suited to small amounts of analyte and more reproducible
han its fluorescence-based counterpart.
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J. Martı́nez Calatayud, Anal. Chim. Acta 512 (2004) 149.
13] Y. Zhao, W. Baeyens, X. Zhang, A. Calokerinos, K. Nakashima, G. Van

der Waken, Analyst 122 (1997) 103.
14] H. Pasekova, M. Polasek, Talanta 52 (2000) 67.
15] Z. Zhu, Q. Yang, Z. Hao, L. Jianyan, Huaxue Fence 36 (2000) 60.
16] T. Pigot, J.C. Dupin, H. Martı́nez, C. Cantau, M. Simon, S. Lacombe,

Micropor. Mesopor. Mater. 84 (2005) 343.
17] T. Mori, M. Takamoto, Y. Tate, J. Shinkuma, T. Wada, Y. Inoue, Tetrahedron

Lett. 42 (2001) 2505.
18] V. Latour, T. Pigot, M. Simon, H. Cardy, S. Lacombe, Photochem. Photo-

biol. Sci. 4 (2005) 221.
19] P. Filipiak, J. Bartoszewicz, G.L. Hug, H. Kozubek, J. Paczkowski, B.
20] W. Spendley, G.R. Hext, F.R. Himsworth, Technometrics 4 (1962) 441.
21] S.N. Deming, L.R. Parker, CRC Crit. Rev. Anal. Chem. 7 (1978) 187.
22] http://www.epa.gov/opprd001/inerts/lists.html.
23] http://www.agriculture.com.



A

1
f
r
p
I
w
f
H
a
a
©

K

1

1
5
a
m
T
o
r
t
b
b

i
T

0
d

Available online at www.sciencedirect.com

Talanta 75 (2008) 691–696

Voltammetric reduction of finasteride at mercury electrode and its
determination in tablets
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bstract

Finasteride in hydroalcoholic solutions (ethanol/Britton-Robinson buffer, 30/70) exhibits cathodic response in a wide range of pH (−0.5 to
2) using differential pulse (DPP) and tast polarography (TP). The reduction peak of finasteride at acidic pH, is a catalytic proton peak resulting
rom a mechanism involving a first protonation of finasteride followed by the reduction of the protons combined with finasteride in order to
egenerate finasteride and liberate hydrogen. Based on the catalytic hydrogen wave, a novel method for the determination of finasteride can be
roposed. For analytical purposes we selected DPP technique in an ethanol/0.0625 mol L−1 H2SO4 (30/70) solution medium. In this condition the

p varied linearly with finasteride concentration between 5 × 10−5 and 5 × 10−4 mol L−1. Within-day and inter-day reproducibility’s were adequate
ith R.S.D. values lower than 2%. The selectivity of the method was checked with both accelerated degradation trials and typical excipients

ormulations. The developed method was applied to the assay and the uniformity content of finasteride tablets and compared with the standard

PLC method. The DPP-developed method was adequate for the finasteride determination in pharmaceutical forms as that exhibited an adequate

ccuracy, reproducibility and selectivity. Furthermore, treatment of the sample was not required as in HPLC; the method is not time-consuming
nd less expensive than the HPLC ones.

2007 Elsevier B.V. All rights reserved.

o
s

eywords: Finasteride; Differential pulse voltammetry; Reduction; Tablets

. Introduction

Finasteride (N-(1,1-dimethylethyl)-3-oxo-4-aza-5�-androst-
-ene-17�-carboxamide) (Fig. 1) is an inhibitor of the
�-reductase cellular type 2 and it is used to treat prostatic alter-
tions and androgenetic alopecia in men [1,2]. The drug is a
ember of the family of compounds known as 4-azasteroids [3].
oday the most accepted mechanism brings over the interaction
f finasteride with the NADP-5� reductase complex which is
elated with the redox properties of finasteride, and corresponds
o a reduction of the drug in the double bond between the car-
ons 1 and 2 of the androstane ring; the dihydrofinasteride has
een identified by mass spectrometry [4].
HPLC has been used to quantify finasteride in biological flu-
ds [5–10] and also applied to bioequivalence studies [11,12].
he determination of finasteride in tablets has been carried

∗ Corresponding author. Fax: +56 7378920.
E-mail address: aalvarez@ciq.uchile.cl (A. Álvarez-Lueje).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.004
Fig. 1. Chemical structure of finasteride.

ut by using HPLC–UV [13,14], GC–FID [15] and recently a
pectrophotometric method based on the formation of ion-pair
omplexes between the drug with a colorant and measured at
he maximum wavelength has been published [16]. In addition,
he LC determination of finasteride and its application to storage
tability studies had been also described [17].
From the electrochemical point of view, Amer has described
he polarographic behaviour of finasteride [18]. The results of
he electrochemical behaviour described in that paper differ sub-
tantially from our findings. A detailed discussion is included.
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. Experimental

.1. Reagents and drugs

Finasteride (99.8% chromatographically pure) was supplied
y Sanitas Laboratories (Santiago, Chile). Commercial capsules
f Saniprosto® (declared amount per tablet 5.0 mg finasteride,
anitas Laboratories. Santiago, Chile) were obtained commer-
ially. Spironolactone (≥97%, Sigma–Aldrich).

All reagents were of analytical grade unless indicated oth-
rwise. Phosphoric acid and acetonitrile HPLC grade (Merck)
ere used. Deionized water was obtained in the laboratory, using

onic interchanged columns (Milli-Q).

.2. Solutions preparation

.2.1. Buffer solutions
0.1 mol L−1 Britton-Robinson buffer (acetic acid–boric

cid–phosphoric acid) for polarographic experiments was used,
nd desired pH was adjusted with concentrated solutions of
aOH. An ionic strength of 0.3 mol L−1 was adjusted with KCl.

.2.2. H0 scale
A modified Hammett’s acidity scale (H0) for solutions below

H 1.5 (using H2SO4–H2O) was employed [19].

.2.3. Stock drug solution
15.54 mg finasteride was dissolved and diluted up to

5 mL with ethanol, to obtain a final concentration around of
.67 × 10−3 mol L−1 finasteride. The solution was protected
rom light by using amber glass material.

.2.4. Work solution
A 3-mL aliquot of the stock solution was taken and then

iluted to 10 mL with mobile phase or Britton-Robinson buffer
olution, for HPLC or DPP, respectively.

.3. Apparatus

.3.1. Voltammetric analyzer
Differential pulse polarographic (DPP), tast polarographic

TP) experiments were performed with an automatized assem-
ly BioAnalytical System, composed by a CV-50 W potentiostat

olarographic system (CGME), coupled to a GATEWAY 2000
C and acquisition and treatment data system BAS CV-50 W v.
.0

A dropping mercury electrode (BAS) as the working elec-
rode, a platinum wire (Metrohm type 6.0322.000) counter
lectrode and an Ag/AgCl (BAS) reference electrode were
mployed. The operating conditions were: sensitivity between
and 10 �A; drop time 300 ms; potential range 0 to −1700 mV;
ulse retard 17 ms; pulse height 50 mV.

f
4

2
2
m
5
i
t

ta 75 (2008) 691–696

.3.2. HPLC
Measurements were carried out using a Waters assembly

quipped with a model 600 Controller pump and a model
96 Photodiode Array Detector. The acquisition and treatment
f data were made with the Millenium v. 2.1 software. As
hromatographic column a Bondapak/Porasil C18 column of
.9 mm × 150 mm was used. As column guard a C18 Bonda-
ak (30 mm × 4.6 mm) was employed. The injector was a 20 �L
heodyne valve. UV detection at 240 nm was employed and the
olumn was kept at constant temperature using a Waters column
eater cartridge model 600.

An isocratic elution composed of a solution consisting of
cetonitrile/2.5 mmol L−1 phosphoric acid (50/50, v/v) mobile
hase was used. The flow was 1.5 mL min−1 and the working
emperature was kept constant at 45 ± 1 ◦C. In these conditions,
nasteride exhibited a retention time of 3.94 ± 0.04 min. This
hromatographic system was based on USP assay for finasteride
13].

.4. Analytical procedure

.4.1. Calibration curve preparation

.4.1.1. Polarography. By diluting the finasteride stock
olution with ethanol/0.0625 mol L−1 sulfuric acid (30/70,
/v), working solutions ranging between 1 × 10−5 and
× 10−4 mol L−1 were prepared.

.4.1.2. HPLC. By diluting the finasteride stock solution with
obile phase, working solutions ranging between 3 × 10−6 and
× 10−5 mol L−1 were prepared. The solutions were injected
nd chromatographed according to the working conditions pre-
iously given. UV detector was operated at λ= 240 nm.

.4.2. Synthetic samples
Excipients (Indigo Carmine, sodium lauryl sulfate, mag-

esium stearate, starch sodium glycolate, lactose spray dried,
arboxymethylcellulose PA 102, talc, titanium dioxide, micro-
rystalline cellulose, red iron oxide, yellow iron oxide,
ydroxypropylcellulose and pregelanitizated starch) were added
o the drug for recovery studies, according to manufacturer’s
atch formulas for finasteride tablets.

.4.3. Composite assay for finasteride tablets
Not less than 15 finasteride tablets were weighed and finely

owder and then an accurately weighed quantity of the powder,
quivalent to about 5 mg of finasteride were transferred to a 25-
L volumetric flask with aid of ethanol, sonicated and fill to

olume with ethanol. The solution was divided into two; one
or DPP assay and the second one centrifuged for 10 min at
000 rpm, and the clear liquid was used for HPLC assay.

.4.4. Individual tablet assay procedure

.4.4.1. Polarography. For this study no less than 10 com-

ercial tablets of finasteride (Saniprosto®, amount declared

.0 mg finasteride per tablet) were used. Each tablet was
ndependently suspended in 10-mL ethanol with sonication
o assure the complete dissolution of the drug and diluted
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o a final volume of 25.0 mL with the same solvent. A 3-
L aliquot of each solution was taken and diluted to 10 mL
ith 0.0625 mol L−1 sulfuric acid, to obtain a finasteride con-

entration of 1.6 × 10−4 mol L−1. Each sample solution was
ransferred to a polarographic cell, bubbled with nitrogen during
min and recorded at least twice from −900 to −1400 mV. The
g amount of finasteride in the sample solution was calculated

rom the prepared standard calibration curve.

.4.4.2. HPLC. For this study no less than 10 commercial
ablets of finasteride (Saniprosto®, amount declared 5.0 mg
nasteride per tablet) were used. The content of each tablet was

ndependently suspended in 10-mL ethanol with sonication to
ssure the complete dissolution of the drug and diluted to a final
olume of 25.0 mL with the same solvent. Each one of the above
olutions was centrifuged by 10 min at 4000 rpm, and then an
liquot of 0.5-mL supernatant was taken and diluted to a 10-mL
olume with mobile phase. The mg amount of finasteride in the
ample solution was calculated from the corresponding prepared
tandard calibration curve. This procedure was adapted from the
nasteride assay on Pharmacopoeia [13].

.4.5. Selectivity studies [20]

.4.5.1. Degradation trials. Hydrolysis. 3 mL of finasteride
tock solution were transferred to a 10-mL distillation flask and
dding (a) 7-mL water for neutral hydrolysis, (b) 1 mL 1 mol L−1

Cl for acid hydrolysis, or (c) 1 mL 1 mol L−1 NaOH for alka-
ine hydrolysis. Then each solution was completed to 10-mL
olume with water and boiled for 1 h at reflux.

Photolysis. 10 mL of 1 × 10−3 mol L−1 finasteride ethanol
olution was bubbled for 2 min with nitrogen and transferred to
black box and then irradiated with UV light (UV Black–Ray

ong wave ultraviolet lamp, UVP model B 100 AP (50 Hz, 2.0 A)
ith a 100 W Par 38 Mercury lamp equipped with a 366 nm filter)

t a distance of 15 cm for 8 h (1.2 × 1019 quanta s−1, determined
y using the potassium ferrioxalate chemical actinometer) [21].

Thermolysis: Circa 2.1 mg was heated at 105 ◦C for 5 h.
Appropriate volumes of each obtained solution from the

egradation trials or the corresponding mg from thermolysis
n raw material assay were taken and completed to a final vol-
me with ethanol and 0.0625 mol L−1 sulfuric acid to obtain a
heoretical concentration of 6 × 10−5 mol L−1 finasteride (30%
thanol in final solution). Samples from these studies were stored
t −20 ◦C and protected from light prior to polarographic anal-
sis. Each sample was analyzed by duplicate.

.4.6. Statistic analysis
Comparison between different techniques, as well as the com-

arison with standard deviations was carried out by means of the
tudent’s t-test, and using significance limits between 95% and
9% of confidence [22,23].

. Results and discussion
Finasteride in hydroalcoholic solutions (ethanol/Britton
obinson buffer, 30/70) exhibits cathodic response in a wide

ange of pH (2–12) using DPP and TP (Fig. 2A). As can be

d

p
e

ig. 2. DPP and TP (A) 5 × 10−4 mol L−1 finasteride solution at differ-
nt pH. (A) pH 2–12, ethanol/Britton-Robinson buffer, 30/70. (B) pH < 2,
thanol/0.0625 mol L−1 sulfuric acid, 30/70.

een, the polarographic response in DPP mode at pH 2 is very
ell defined and peak currents are notoriously higher than the
eak currents at pH > 3. With the aim to investigate the possi-
ility to obtain better resolution of the polarographic peak, H0
cale was explored. In super acid media (Fig. 2B), well-resolved
eaks and high peak current values were obtained. On the other
and, at pH > 2, both the peak shape changes and peak current
iminishes. As can be seen in Fig. 2A, the DP polarogram evi-
ences a shoulder in alkaline pH and in TP a new wave appears
insert in Fig. 2A).

From the DPP curves we can study the dependence of peak
otentials and peak current with pH. Ep–pH plots exhibit three
ain zones. The first two, between pH −0.5 and 2 and pH 2 and

, are pH-dependent. The third zone, above pH 6, is pH indepen-
ent. As can be seen in Fig. 3A, the peak potential remains stable
etween pH 6 and 12. Furthermore, peak current dramatically

ecreases while the pH increases (Fig. 3B).

From the pH behaviour it is possible to conclude that the
eak current is extraordinarily pH sensitive, changing about
ight folds between pH 2 and 7. On the other hand, the value of
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ig. 3. (A) Peak potential evolution of 5 × 10−4 mol L−1 finasteride solution
ith pH ((©) our results; (� )Amer’ results). (B) Peak current evolution with
H.

he peak potential is very near the hydrogen discharge. Both of
hese aspects are strongly indicative that the process obeys the
atalytic hydrogen wave [24].

Furthermore, in order to deep in the elucidation of the pro-

ess involved in the reduction peak; finasteride was compared
ith a drug with similar structure such as spironolactone [24].
his drug produces a polarographic response via the 2e− and
H+ reduction of the carbonyl group. As can be seen in Fig. 4,

ig. 4. Limiting current evolution with pH of finasteride and spironolactone
5 × 10−4 mol L−1 concentration solutions, ethanol/Britton-Robinson buffer,
0/70).
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he limiting currents of equimolar solutions of both compounds
nly are equal at pH > 9. At pH 2, the finasteride limiting cur-
ent is about eight folds higher than spironolactone’s one, which
ndicates that the electrochemical reduction of finasteride does
ot involve 2e− and 2H+ in all pH range, such as was erro-
eously concluded in the previous work of Amer [18]. Securely,
he increase of the limiting current of finasteride solutions at
cidic pH indicates that at acidic pH the catalytic wave of pro-
ons is occurring. From the first work of Mairanovskii it is well
nown that sulfur- and nitrogen-containing organic compounds
an act as catalyst diminishing hydrogen overpotential, thus,
romoting a catalytic wave before the hydrogen of the medium
24].

Consequently, in the case of finasteride, the catalytic wave
s generated by the following steps. In a first step, finasteride
F) interacts with proton to form the protonated finasteride
FH+), probably in the nitrogen at 4-position in the ring A. Then
H+ was polarographically reduced to produce FH which in a
imolecular interaction regenerated finasteride and molecular
ydrogen according to:

+ H+ � FH+

H+ + e− → FH

FH → 2F + H2

Our results differ substantially from those previously
escribed by Amer, who reported that the polarographic
esponse of finasteride appears only between pH 6 and 12, and
bviously he did not see the catalytic wave. Moreover, the�Ep
eported by Amer between pH 6 and 12 is only about 30 mV
Fig. 3A). Likewise, in our results the peak current behaviour
ith pH is also in opposition with the Amer’s description.
Based on the catalytic hydrogen wave, a novel method

or the determination of finasteride can be proposed. For
nalytical purposes, we have selected the DPP technique work-
ng in ethanol/0.0625 mol L−1 H2SO4 (30/70) hydroalcoholic

edium. In this condition the Ip varied linearly with finasteride

oncentration between 5 × 10−5 and 5 × 10−4 mol L−1. Within-
ay and inter-day reproducibility’s were adequate with R.S.D.
alues lower than 2%. In Table 1 the analytical parameters are
ummarized.

able 1
nalytical parameters for the developed DPP method

arameter DPP

ithin-day reproducibility, CV (%)a 0.17
nter-day reproducibility, CV (%)a 1.06
ecovery (%)b ± S.D. 98.21 ± 1.84
oncentration range (mol L−1) 5 × 10−5–5 × 10−4

alibration curve Ip = 19921.62[C] – 0.0857
(n = 9, r = 0.9993)

etection limit (mol L−1) 7.59 × 10−6

uantitation limit (mol L−1) 1.53 × 10−5

a Concentration level of 3.5 × 10−4 mol L−1.
b Average on a concentration level of 1 × 10−4 mol L−1.
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Table 2
Individual tablet assay of finasteridea

Tablet HPLC–UV DPP

Found (mg) Found (%) Found (mg) Found (%)

1 4.75 95 4.88 97.6
2 4.83 96.6 4.79 95.8
3 4.91 98.2 4.88 97.6
4 4.99 99.8 4.91 98.2
5 4.76 95.2 4.94 98.8
6 4.99 99.8 5.15 103.0
7 4.66 93.2 4.75 95.0
8 4.69 93.8 4.85 97.0
9 4.88 97.6 4.86 97.2
10 4.79 95.8 4.98 99.6

Average 4.83 96.5 4.89 98.0
S.D. 0.12 2.32 0.11 2.21
C
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ig. 5. DPP of selectivity trials: (A) 6 × 10−5 mol L−1 finasteride standard solu-
ion, (B) neutral hydrolysis, (C) thermolysis, (D) photolysis, (E) acid hydrolysis
nd (F) alkaline hydrolysis (ethanol/0.0625 mol L−1 sulfuric acid, 30/70).

In order to check our proposed method for selectivity, we
ried different degradation pathways for finasteride. Selectivity
s a parameter that gives account of the capacity of the method
f producing a signal due to only the presence of the analyte
finasteride) and consequently free of other interferences such
s degradation products, metabolites or pollutants. We have used
he following trials in order to prove the selectivity: hydrolysis
acidic, alkaline and neutral), photolysis and thermolysis [20].

When a finasteride solution was exposed to either acid or
lkaline hydrolysis, the polarographic peak diminishes and no
ew signals appear in the polarograms (Fig. 5). Actually, hydrol-
sis of finasteride in acid media for 1 h produces a peak current
eduction in approximately 17% and in alkaline media, about
0%. Furthermore, in order to check the selectivity of possible
hotodecomposition products, finasteride was exposed to 366-
m UV for 8 h. In this experiment, the finasteride’s peak remains
naltered. Similar behaviour was obtained when finasteride was
ubmitted to thermolysis or neutral hydrolysis test. According
o the described results obtained in the selectivity trials, it can
e concluded that the proposed differential pulse polarographic
ethod is sufficiently selective, in order to be applied to finas-

eride quantification and also can be applied for further stability
tudies.

In order to obtain the precision and accuracy of the devel-
ped method, a recovery study was performed. These results
Table 1) reveal that the method has an adequate precision
nd accuracy and consequently, can be applied to the deter-
ination of finasteride in commercial dosage (tablets). Also,
e can conclude from these experiments that typical excipi-

nts included in the drug formulation (Indigo Carmine, sodium
auryl sulfate, magnesium stearate, starch sodium glycolate, lac-
ose spray dried, carboxymethylcellulose PA 102, talc, titanium
ioxide, microcrystalline cellulose, red iron oxide, yellow iron
xide, hydroxypropylcellulose and pregelanitizated starch) do
ot interfere with the selectivity of the method, and previous
eparation or extractions are not necessary.
The proposed DPP method was applied successfully to both a
omposite assay and an individual tablet assay, in order to verify
he uniformity content of finasteride. With comparative purposes
HPLC analysis was also carried out (Table 2). In the compos-

[
[

V (%) 2.5 2.4 2.3 2.3

a Declared amount/tablet: 5.0 mg finasteride.

te assay 98.5% and 99.6% of the label claimed for DPP and
PLC, respectively were found, which fall within the percent-

ges accepted by United Sates Pharmacopoeia (95.0–105.0%).
lso, the content for all assayed tablets in the individual tablet

ssay fall in the range of 85.0–115.0% of label claim and no
nit is outside the range of 75.0–125.0% of label claim, ful-
lling the Pharmacopoeia requirement for uniformity content
f tablets [13]. The results obtained in the uniformity con-
ent test by each applied method were compared by applying
nedecor F-test (variance proportion) and then the Student’s t-

est (p < 0.05, n = 10), and it was concluded that no significant
ifferences exist between them and that they were statistically
quivalent.

Finally, we can conclude that the DPP-developed method
s enough for the finasteride determination in pharmaceutical
orms, as it exhibits an adequate accuracy, reproducibility and
electivity. Furthermore, treatment of the sample is not required
s in HPLC; the method is not time-consuming and less expen-
ive than the HPLC ones.
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bstract

For about 100 years, potentiometry with ion-selective electrodes has been one of the dominating electroanalytical techniques. While great
dvances in terms of selective chemistries and materials have been achieved in recent years, the basic manner in which ion-selective membranes are
sed has not fundamentally changed. The potential readings are directly co-dependent on the potential at the reference electrode, which requires
aintenance and for which very few accepted alternatives have been proposed. Fouling or clogging of the exposed electrode surfaces will lead

o changes in the observed potential. At the same time, the Nernst equation predicts quite small potential changes, on the order of millivolts for
oncentration changes on the order of a factor two, making frequent recalibration, accurate temperature control and electrode maintenance key
equirements of routine analytical measurements. While the relatively advanced selective materials developed for ion-selective sensors would be
ighly attractive for low power remote sensing application, one should consider solutions beyond classical potentiometry to make this technology
ractically feasible. This paper evaluates some recent examples that may be attractive solutions to the stated problems that face potentiometric
easurements. These include high-amplitude sensing approaches, with sensitivities that are an order of magnitude larger than predicted by the
ernst equation; backside calibration potentiometry, where knowledge of the magnitude of the potential is irrelevant and the system is evaluated

rom the backside of the membrane; controlled current coulometry with ion-selective membranes, an attractive technique for calibration-free

eagent delivery without the need for standards or volumetry; localized electrochemical titrations at ion-selective membranes, making it possible
o design sensors that directly monitor parameters such as total acidity for which volumetric techniques were traditionally used; and controlled
otential coulometry, where all ions of interest are selectively transferred into the ion-selective organic phase, forming a calibration-free technique
hat would be exquisitely suitable for remote sensing applications.

2007 Elsevier B.V. All rights reserved.
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. Direct potentiometry: the state of the art and promise
or remote sensing

Ion-selective electrodes are among the oldest known types
f chemical sensors [1]. In most cases, an ion-selective mem-
rane separates the sample from an inner solution, and the
lectromotive force between reference electrodes in the aqueous
ample and the inner solution is measured under zero current
onditions (see Fig. 1). The inherent promise of this arrange-

ent in view of remote sensing is multifold. It is an extremely

imple and direct form of converting chemical into electrical
nformation. The logarithmic activity of the ion of interest is

∗ Corresponding author. Tel. +61 8 9266 2743.

r
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e

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.021
ion-free; Coulometry; Remote sensing

irectly proportional to the observed electromotive force, or
otential. In so-called direct potentiometry, this measurement
s performed directly on the sample, ideally without any sample
reparation steps that are often impossible in remote sensing sit-
ations. Zero current potential measurements are also among the
east power intensive measurements possible, making membrane
lectrodes quite promising candidates for the stated applica-
ion. Ion-selective electrodes based on polymeric membranes
re today the most intensively studied systems, and synthetic
eceptors (ionophores) that selectively bind to the target analytes
ave been reported for over 60 analytes [2,3].
In recent years, the field of potentiometric sensing with
on-selective electrodes has undergone a steady transformation.
erhaps most importantly, it was found that such sensors often
xhibit vastly better ion selectivities than traditionally reported
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Fig. 1. Classical direct potentiometry with polymeric membrane ion-selective electrodes is widely used for the direct detection of electrolytes in clinical analysis.
The potential is measured across a suitably formulated membrane that is contacted with two aqueous solutions, of which one is the sample (top). It is ideally a direct
f -line
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unction of the ion activity on either side of the membrane, which leads to a log
ight). Since the measurement is equally dependent on the potential at the refere
nd frequent recalibrations.

4–6], and this knowledge has allowed research teams to greatly
mprove on the detection limits of these electrodes [7–10].
oday, measurements at concentrations as low as nanomolar

evels are not uncommon, and ion detection in small sample
olumes on the order of 1 �l showed that total ion quantities as
ow as 300 attomol can be potentiometrically observed without
ny sample accumulation steps [11]. Indeed, potentiometry is a
echnique that, in principle, lacks so-called scaling laws [12]. A
eduction in the sample or sensor size should not have an effect
n the sensor output signal.

. The trouble of direct potentiometry

One would think that the relatively low production costs, the
imple required instrumentation and the long and established
istory of ion-selective electrodes would make them prime can-
idates for the measurement of ions in a number of situations.
ndeed, these sensors are routinely used in all types of clinical
nalyzers to determine electrolyte concentrations in blood and

ther physiological samples [13,14]. Potentiometric microelec-
rodes are used in physiology for single cell electrolyte detection
15]. Environmental applications are also routinely known. But
idespread applications in remote sensing, requiring no human

1
8
b
f

ar relationship between the sample activity and the observed potential (bottom
ectrode (left), this technique requires careful maintenance, temperature control

ntervention, no temperature control and very little fluidic recal-
bration, turns out to be extremely difficult with the current state
f the art. Why is this so?

Let us have a closer look at the Nernst equation, according
o which ion-selective electrodes are supposed to function if all
orks as expected:

mf = K + 2.303RT

zF
log aI (1)

he electromotive force, emf, depends on the logarithmic activ-
ty, aI, of the analyte ion of interest. The sensitivity (slope) of
his relationship primarily depends on the temperature and on
he charge, z, of the ion Iz. The symbol K is, hopefully, a constant
otential term, and R and F are the universal gas constant and
he Faraday constant.

The logarithmic relationship between the observed potential
nd the sample activity means that small concentration changes
ranslate into extremely small potential changes. Consider a 10%
ctivity change of calcium ions at 25 ◦C. Eq. (1) predicts a mere

.2 mV change in the emf. A twofold activity change gives an
.9 mV signal change. In clinical analysis, this level of repeata-
ility is accomplished by careful control of the temperature (T),
requent recalibrations (compensating for potential drifts) and
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he use of reliable reference electrodes (keeping K as constant
s possible). Needless to say, such level of control and recal-
bration is neither desired nor possible in a miniature remote
ensing environment. Temperature compensation is, of course,
ossible by simultaneous measurement with temperature probes.
otential drifts will, however, lead to analytically inacceptable

naccuracies after prolonged lack of recalibration steps, which
re a serious limitation of the technology.

The second principal problem is the reference electrode. To
his day, established reference electrodes still require a liquid
unction and an electrolyte reservoir of constant composition.
his design is most likely unacceptable for remote sensing appli-
ations, and direct potentiometric sensing will only be possible
ith pseudo-reference electrodes, such as a second ion-selective

lectrode selective for a background ion whose concentration
emains sufficiently constant in the course of the measurement.
verall, current technology appears to be ill suited for prolonged
se of miniature sensing systems that are supposed to give reli-
ble measuring results over prolonged periods of time on the
rder of days or even months.
Very similar problems have also been major stumbling blocks
n the realization of implantable sensing devices that can be
eft inside the body for prolonged periods of times, even after
ecades of active research in the field [16]. Perhaps the idea of

a
a
s
a

ig. 2. High amplitude-pulsed chronopotentiometry with ion-selective membranes [1
y the Nernst equation. This is accomplished by localized sample depletion at the ion
f variable magnitude extracts ions into the membrane and may lead to localized depl
easurement pulse to give potential readings that are independent of the sample or m

ulse (C). Bottom: large, nearly 200 mV observed potential responses upon changing
75 (2008) 629–635 631

sing direct potentiometry as the readout principle for sensor
evices that cannot be recalibrated has been flawed all along.
n this article we discuss a few innovative measurement princi-
les involving the same type of materials used in ion-selective
lectrodes that may help to overcome these long standing limi-
ations.

. High-amplitude sensing: chemical alarm systems
ithout reliable reference electrodes

The above-mentioned limitation of the low sensitivity
mposed by the Nernst equation and the accompanied strin-
ent stability requirements for the reference electrode have been
onceptually addressed by making use of ion fluxes [17]. Ion-
elective membranes may be engineered to induce a zero-current
ux of analyte ions from the sample in the direction of the mem-
rane. This may be accomplished with electrodes containing
nner solutions that exchange the analyte ion by a secondary
on at the inner membrane side. The resulting counterdiffusion
ux transports the secondary ions to the sample and siphons the

nalyte ions away from the sample to the membrane phase. At
critical ion concentration in the sample, the imposed flux is

ufficient to deplete these ions locally at the membrane surface,
nd a very large potential change is observed akin to a titration

9]. This technique yields sensitivities that are drastically larger than predicted
-selective membrane in a three-pulse experiment (top): an applied current pulse
etion near the membrane surface (A). This may be followed by an open circuit
embrane resistance (B). The system is subsequently regenerated by a potential
the calcium sample concentration from 0.1 to 0.24 mM [19].
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ndpoint. If two ion-selective electrodes are measured against
ach other, each engineered to exhibit slightly different fluxes,
very large peak-shaped potential response may be observed

t a critical concentration. This concept does not require a tra-
itional reference electrode and gives much larger sensitivities
han allowed by the Nernst equation [17].

This promising concept still has a number of potential limita-
ions. The adjustment of inward ion fluxes by chemical means is
elatively difficult because they are only accurately stable if the
ystem is at steady state and the concentration gradients are lin-
ar. The countertransport process that drives the inward analyte
ux will eventually change the composition of the inner solu-

ion, which in turn will alter the fluxes over time. This becomes
ore problematic with ultraminiaturized systems where the

nner solution reservoir cannot be very large. Membrane sur-
ace fouling/adsorption processes may change the magnitude
f the observed fluxes, limiting accuracy. Lastly, this concept

emands a relatively high selectivity over the secondary ion and
relatively limited concentration range.

A number of the above-mentioned limitations have been
ecently addressed by moving to an instrumentally controlled

d
a
o
b

ig. 3. Backside calibration potentiometry [20]. This novel technique utilizes thin s
matter of seconds [21]. The composition at the backside of the membrane may b

isappears when the steady-state concentration gradient becomes negligibly small. Un
he need for the magnitude of the potential and without requiring any alterations of
asis of the underlying ion-exchange processes. Bottom: determination of lead conce
tir effect with such thin suppported membranes [20].
75 (2008) 629–635

ystem [18,19], illustrated in Fig. 2 (top). Here, the membrane
ontains no added ion-exchanger, and spontaneous extraction
f hydrophilic ions into the membrane is suppressed. The mea-
urement occurs in three distinct stages (Fig. 2). In step A, a
hort current pulse drives ions from the sample into the mem-
rane. The current amplitude is directly proportional to the ion
ux, and may now be much more accurately controlled than in

he chemical mode mentioned above. In step B, the potential
s measured under zero-current conditions in complete analogy
o traditional emf measurements. This avoids problems associ-
ted with resistance changes in the solution, which may bias the
bserved potential if measured during the first pulse. In step C,
potential is applied that drives all previously extracted ions

ack into the aqueous solution, essentially resetting the mem-
rane. Differential measurements may be easily accomplished
ith the same membrane, by either using pulses of varying
agnitudes or, more simply, subtracting potentials measured at
ifferent times within a single pulse. Fig. 2 (bottom) shows with
calcium-selective membrane that such a technique may yield
rders of magnitude higher sensitivities than predicted on the
asis of the Nernst equation. A calcium concentration change

upported membranes where concentration gradients reach their steady state in
e altered and the effect of aqueous solution stirring evaluated. The stir effect
der these conditions information on the sample composition is obtained without
the sample composition. It gives information on sample activity ratios on the
ntrations at pH 4 by varying the composition at the backside and evaluating the
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Fig. 4. Chemically selective controlled potential coulometry with ion-selective
membranes [22]. An imposed current translates into the release of a defined
quantity of ions from the membrane into the sample. Unlike classical coulometry
with metal electrodes, this is a chemically selective technique. It alleviates the
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rom 0.1 mM to just 0.24 mM, measured during pulse B at open
ircuit, gives a potential change of close to 200 mV [19]. The
ernst equation would predict just 11.3 mV under equilibrium

onditions. In differential measurements, the reference electrode
s now only utilized to adjust the baseline potential at step C,
hich may also be accomplished with a second ion-selective

lectrode if needed. Some of the other limitations stated above
till remain: a high selectivity is required, the measuring range
annot be shifted to extremely high concentrations, and surface
ouling may influence the mass transport kinetics. And of course,
he required instrumentation is somewhat more elaborate than
n traditional potentiometry.

. Backside calibration potentiometry

Very recently, a new measurement principle for ion-selective
embranes has been introduced. Here, the magnitude of the

bserved potential is unimportant and the technique does not
ely on the Nernst equation. Moreover, changes in the sam-
le composition for calibration or standard addition purposes
re, ideally avoided as well. This principle is termed backside
alibration potentiometry [20].

In backside calibration potentiometry, as the name implies,
he sample side of the sensor is never altered for calibration
urposes and reference electrodes are, in some cases, unim-
ortant as well. The concept utilizes relatively thin supported
on-selective membranes across which steady-state concentra-
ion gradients are established in a matter of seconds [21] as
llustrated in Fig. 3. In this experiment, the inner solution com-
osition is altered until the concentration gradient across the
embrane reduces to zero, which can be likened to the zeroing

f a Wheatstone bridge. Here, it is accomplished by changing
he stirring rate of the two aqueous solutions and monitoring
he potential: no influence of stirring on the emf is observed
nce the ion concentration gradients disappear. What makes this
echnique unique is that the magnitude of the potential is unim-
ortant in this experiment. Of course, the approach alone does
ot allow one to determine single ion activities, which would
e thermodynamically impossible. Instead, it has been shown
hat one determines the activity ratio of analyte ion to its domi-
ant interferent because the concentration gradients are dictated
y ion-exchange equilibrium processes [20]. If the activity of
he interferent is known, the analyte ion activity may be deter-

ined. Fig. 3 (bottom) shows how this concept can be used to
etermine lead ions in samples buffered at pH 4, with hydrogen
ons the dominant interferents [20]. Indeed, the lead concentra-
ions found by this technique in environmental water samples
orresponded well to independently measured values.

. Constant current coulometry: calibration-free
eagent delivery

One may easily envision the accurate delivery of ionic

eagents from an ion-selective membrane by current control.
f spontaneous zero current ion fluxes are negligibly small, an
mposed current pulse will deliver a defined quantity of mate-
ial into the sample without any need for titrimetric standards

c
o
o
T

emote sensing applications. Bottom: titration of low concentrations of EDTA
ith coulometrically released calcium [22]. The free calcium was measured with
second calcium-selective electrode.

r calibration procedures, with a very high degree of selectiv-
ty. This concept has just recently been demonstrated with a
olymeric ion-selective membrane for the purpose of accurately
elivering reagents [22]. Fig. 4 demonstrates the coulometric
elivery of calcium for the titration of EDTA. Here, one ion-
elective membrane was electrochemically controlled to deliver
alcium ions, and a second ion-selective membrane of similar
omposition was used as the detector electrode [22]. The simple
elationship between applied number of coulombs and expelled
mount of ions (Faraday’s law) coupled with the high ion selec-
ivity of such membranes makes this a very promising technique
o deliver reagents without the need for maintaining accurate
tandard solutions.

The concept of perturbing the sample by galvanostatic control
as recently been extended to allow localized titration measure-
ents without the need for standard solutions or bulk sample

erturbations [23]. Here, pulsed galvanostatic perturbation and
otential measurement are performed at the very same inter-
ace. The approach is illustrated in Fig. 5 with H+-selective
embranes for the determination of total acidity. A constant
urrent pulse is imposed across an ion-selective membrane free
f added lipophilic cation-exchanger, and results in a defined flux
f hydrogen ions from the sample in direction of the membrane.
he resulting increase in the unstirred diffusion layer thickness
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Fig. 5. Direct sensing of total acidity without sample perturbation or bulk sample
titration [23]. In this example, a constant current pulse is imposed across a
polymeric H+-selective membrane and the potential is observed at the very
same electrode, yielding an elegant actuator/sensor combination. The current
pulse results in an imposed H+ flux in direction of the membrane, which is
supported by any acid dissociation equilibria. As the diffusion layer thickness
expands in the first few seconds of this experiment, the potential is monitored
f
f
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inert sensing material. While more work is certainly required
to make this direction a practical approach, coulometry may

F
a
o
s

or the endpoint time. As shown in the bottom plot, this endpoint time is a direct
unction of the total acidity of the sample [23].

s a function of time forces the acidity gradient to increase to

aintain the imposed ion flux. Once the acid is locally depleted

t the ion-selective membrane, a well-defined potential change
s observed that indicates the localized titration endpoint in just a

b
p
t

ig. 6. Controlled potential coulometry with ion-selective organic phases [24]. In th
queous sample to an organic phase doped with a selective receptor. The observed curr
f the ion of interest. This technique is inherently calibration-free and scientifically
ystems.
75 (2008) 629–635

ew seconds [23]. The key limitations of such localized titrations
elative to classical titrimetric analysis concern the kinetic nature
f the measurement. Measurements on low ionic strength solu-
ions may be affected by migration, rather than pure diffusion
rocesses, and changes in diffusion coefficients will also give
ariations in the observed endpoint. Nonetheless, such principles
re highly attractive for continuous monitoring purposes because
hey are fast, automated, make use of selective chemistry, do not
equire reagents or the need to collect sample aliquots. Many
otential applications exist where the use of such direct sensing
echniques may far outweigh their fundamental limitations.

. Coulometric ion transfer: calibration-free sensing

Controlled current coulometry was discussed above to accu-
ately deliver reactants from ion-selective membranes. Recently,
ontrolled potential coulometry was introduced by the group
f Kihara as a very promising calibration-free analysis method
n the field of ion sensing [24]. The principle is illustrated in
ig. 6. A suitable potential applied between a Ag/AgCl elec-

rode placed in the sample and a reference electrode in contact
ith an organic solvent containing a calcium ionophore and an

nert lipophilic salt drives calcium ions from the sample solution
nto the organic solvent. The current associated with this pro-
ess is monitored and integrated over the entire analysis time.
he coulometric analysis of calcium is possible, for instance, if
ost calcium ions have been selectively transferred and non-
aradaic processes (charging currents) are kept insignificant
24]. To make this promising technique even more practical
or routine use, the system may need to be further miniatur-
zed for reduced analysis times and sample volumes, the direct
ample contact of Ag/AgCl will have to be avoided and, per-
aps most important, the simple solvent 1,2-dichloroethane used
n this work may need to be replaced by a more robust and
e the key solution to many of the stability problems that
lague the field of ion sensing in non-traditional applications
oday.

is new technique, all ions are exhaustively and selectively extracted from the
ent is integrated over the entire experiment and yields the total number of moles
robust, and may eventually be highly suited for miniaturized, remote sensing
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Received 19 June 2007; received in revised form 22 November 2007; accepted 7 December 2007
Available online 23 December 2007

bstract

Whey proteins were isolated from whey powder by a combination of gel exclusion chromatography and protease (pepsin or trypsin) treatment.
hey solution (6 g/dl) was applied to Sephadex G-200 column chromatography and three fractions were obtained. Gel electrophoresis (SDS-PAGE)
as used to identify the fractions; the first one contained immunoglobulins and bovine serum albumin, the second contained �-lactoglobulin and
-lactalbumin whereas the third fraction contained small peptides. We have also subjected the whey filtrate to proteases (pepsin and trypsin).
reatment with proteases showed that �-lactoglobulin can be obtained after hydrolysis of the second fraction with pepsin. When the whey filtrate
as treated with pepsin and then applied to Sephadex G-200 column chromatography three fractions were obtained; the first one was bovine serum

lbumin, the second was �-lactoglobulin and the third fraction contained small peptides. After trypsin treatment only two fractions were obtained;
he first one was serum albumin and the second fraction was an �-lactalbumin rich fraction. We have determined the antioxidant activity of the

ractions using an assay based on the measurement of superoxide radical scavenging activity. Our results showed that among the three fractions,
he first fraction had the highest superoxide radical scavenging activity. Also, protease treatment of the second fraction resulted in an increase in
he antioxidant activity.

2007 Elsevier B.V. All rights reserved.

globu

t
H
a
i
v

m
d
h
i
o
b

eywords: Antioxidant activity; Gel chromatography; �-Lactalbumin; �-Lacto

. Introduction

Milk is a complex mixture of proteins, lipids, carbohydrates,
itamins, and minerals structured to provide a complete diet for
nfants in mammals. Whey protein is a term often used as a
ynonym for milk-serum proteins. Sweet whey is produced in
arge amounts worldwide from milk using the enzymatic action
f chymosin (also called rennet enzyme) on the casein frac-
ion [1]. Whey represents a rich and heterogeneous mixture
f secreted proteins with wide ranging nutritional, biologi-
al and functional-food attributes [2]. Whey proteins include
-lactalbumin (�-La), �-lactoglobulin (�-Lg), bovine serum

lbumin (BSA), immunoglobulins (Ig), and a number of minor
roteins and enzymes [3]. Main constituents of whey are �-
actoglobulin and �-lactalbumin, two small globular proteins

∗ Corresponding author. Tel.: +90 216 4144733; fax: +90 216 4181047.
E-mail address: asyalcin@marmara.edu.tr (A.S. Yalçın).
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lin; Whey

hat account for approximately 70–80% of total whey protein.
istorically, whey has either been considered a waste product

nd disposed of in the most cost-effective manner, or processed
nto relatively low-value commodities such as whey powder and
arious grades of whey protein concentrate/isolate [4].

�-Lg is a small, soluble globular protein with a monomer
ass of 18 kDa. Between pH 3 and 7, it exists in solution as a

imer with an effective molecular mass of about 36 kDa [5]. It
as a variety of useful nutritional and functional-food character-
stics that have made it an ingredient of choice in the formulation
f modern foods and beverages. �-Lg exhibits a growing num-
er of biological effects including anti-hypertensive, anti-cancer,
ypocholesterolemic, opiodergic, and anti-microbial activities
2,4]. �-La is another major whey protein that makes up 25%
f total bovine whey protein. It is one of the few proteins that

emains intact upon pasteurization, and is a calcium binding
rotein that enhances calcium absorption. It is also a rich source
f the amino acids lysine, leucine, threonine, tryptophan and
ysteine [6].
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In this study, we have isolated whey proteins from whey
owder, an industrial by-product. We have also determined the
ntioxidant activities of the fractions obtained.

. Experimental

.1. Sample preparation

Whey powder was obtained from a commercial milk and
ilk products company (Sütaş, Bursa-Turkey). Whey solution

6%, w/v) was prepared in ultra pure water and was centrifuged
t 4000 × g and 4 ◦C for 60 min. The supernatant was filtered
hrough a 0.45 �m syringe filter.

.2. Size exclusion chromatography

Size exclusion chromatography was performed using a
ephadex G-200 column (1.5 cm × 30 cm). The column was
quilibrated and eluted with 0.02 M phosphate buffer, pH 8.6.
he flow rate was set as 0.3 ml/min, and fractions of 1–1.5 ml
ere collected. Absorbances were measured at 280 nm to esti-
ate their protein content. Additionally, quantitative protein

nalysis was performed according to Lowry et al. [7].

.3. Hydrolysis of whey proteins
Pepsin (Sigma-P7012; 2500–3500 Units/mg) and trypsin
Fluka-93610; ∼9000 Units/mg) were used for the hydrolysis
f whey proteins. For pepsin hydrolysis, the pH of the sample

(
a
fl
f

Fig. 1. A schematic overview of the isolation
75 (2008) 705–709

as adjusted to 1.5 with 1.0 M HCl. The enzymatic reaction was
arried out at 37 ◦C for 30 min with a protein to enzyme ratio of
:100 (w/w). The reaction was ended by adjusting the pH to 7.8
ith 1.0 M NaOH. For trypsin hydrolysis, the pH of the sample
as adjusted to 9.0 with 1.0 M NaOH. The enzymatic reaction
as carried out at 37 ◦C for 30 min with a protein to enzyme

atio of 1:50 (w/w). The reaction was stopped by adding 150 mM
a2CO3.

.4. Electrophoretic analysis

Gel electrophoresis (SDS-PAGE) was carried out at a con-
tant voltage of 200 mV using 18% separating gel and 4%
tacking gel. Samples were loaded to different lanes and protein
tandards were used to identify individual proteins according to
heir molecular mass. Gels were stained with 0.05% Coomassie
rilliant Blue R-250. Destaining was carried out with a solution
f isopropanol and acetic acid [3].

.5. Antioxidant activity

Antioxidant activities of different fractions were determined
y an assay based on scavenging of superoxide radicals [8]. One
l of the sample (or ultra pure water for control) was added to
ml of the reaction mixture made up of 50 mM phosphate buffer
pH 7.8), 13 mM methionine, 2 �M riboflavin, 100 �M EDTA
nd 75 �M nitro blue tetrazolium (NBT). After incubation under
uorescent light for 10 min, absorbance of the blue colored
ormazan was measured spectrophotometrically at 560 nm. Per-

procedure used to obtain the fractions.
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entage inhibition of superoxide anion formation was calculated
sing the following formula.

Inhibition =
[
A0 − A1

A0

]
× 100,

0=Absorbance of the control; A1=Absorbance of the sample

he results were expressed as the protein concentration (mg/ml)
eading to 50% inhibition (IC50).

. Results and discussion

Preparative chromatographic separation techniques are of
mportance to the biopharmaceutical industry because they can
eliver high-purity products, are relatively easy to develop, and
an readily be scaled from the laboratory scale to the desired
roduction level [9]. One reason for the ubiquity of chromato-
raphic steps in preparative protein purification is that they
rovide a relatively efficient means to meet manufacturing goals
f the biopharmaceutical industry [10]. Several processes have
een proposed for commercial-scale production of whey protein
ractions. These fall into three main categories: selective precipi-
ation induced by adjustment of the solution physical properties,

embrane filtration based primarily on differences in size and
harge, and selective adsorption [11,12].

A schematic overview of the isolation procedure used in our
tudy is presented in Fig. 1. We have first prepared a whey
olution (6%, w/v) which was centrifuged (4000 × g, at 4 ◦C
or 60 min) to remove large particles and coagulated material.
he supernatant was filtered through a microfilter (0.45 �m)
nd applied to a Sephadex G-200 column (Fig. 2). The three
ractions recovered were identified by gel electrophoresis (SDS-
AGE). Immunoglobulins (Ig) and bovine serum albumin (BSA)
ere eluted in the first peak, �-lactoglobulin (�-Lg) and �-

actalbumin (�-La) in the second peak and small peptides in

he third peak (Fig. 3).

We have also subjected whey filtrate to proteases (pepsin
r trypsin). The results are shown in Fig. 4. Three fractions
ere obtained after pepsin treatment, while trypsin treatment

o
f
t
s

Fig. 2. Sephadex G-200 chroma
ig. 3. Gel electrophoresis (SDS-PAGE) of Sephadex G-200 fractions. Lane
: whey solution; Lane 2: whey supernatant; Lane 3: whey filtrate; Lane 4:
olecular weight markers; Lane 5: F-1; Lane 6: F-2; Lane 7: F-3.

ave two fractions. Further analysis of the fractions obtained
y gel electrophoresis following pepsin treatment showed that
he first fraction was BSA; the second was �-Lg and the third
raction contained small peptides. After trypsin hydrolysis the
rst fraction was BSA and the second was a fraction rich in
-La. The second fraction obtained from Sephadex G-200 col-
mn chromatography was hydrolyzed by pepsin in another set

f experiments. As shown in Fig. 5, hydrolysis of the second
raction by pepsin yielded �-Lg near homogeneity suggesting
he possibility of isolating purified �-Lg after treatment of the
econd fraction with pepsin.

tography of whey filtrate.
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ig. 4. Sephadex G-200 chromatography of whey filtrate before and after prot
SDS-PAGE). Lane 1: MW markers; Lane 2: PF-1; Lane 3: PF-2; Lane 4: PF-3

Milk contains several antioxidant factors like vitamins and
nzymes. Possible antioxidant activity of milk proteins and
ydrolysates has also been reported [13]. Accordingly, several
nvestigators have tried to isolate antioxidant proteins and pep-
ides from milk, whey and whey protein hydrolysates [13–15].
ntioxidant activity of the hydrolysates seems be inherent to the

haracteristic amino acid sequences of peptides derived depend-
ng on the protease specificity.

Our ultimate aim is to perform a variety of biological
ctivity analyses on whey protein fractions. In this study we
ave used an antioxidant assay based on superoxide radi-
al scavenging activity. Among the three fractions obtained
rom Sephadex G-200 chromatography, highest superoxide

adical scavenging activity was present in the first fraction
Tables 1 and 2). Also, protease treatment of the fractions
esulted in an increase in the antioxidant activity. This was partic-
larly evident for the second fraction which contains �-La and

A
n
a
c

reatment. (A) Pepsin treatment; (B) trypsin treatment; (C) gel electrophoresis
5: TF-1; Lane 6: TF-2.

-Lg. These results suggest that the superoxide radical scav-
nging antioxidant activity is inherent in the peptide sequence
f �-Lg in accordance with recent reports on the antioxi-
ant activity of both �-Lg and its hydrolysates [16,17]. The
ntioxidant activity demonstrated by whey proteins and their
ydrolysates suggests that these have potential to enhance prod-
ct stability by preventing oxidative deterioration. Thus, whey
roteins can be readily utilized as functional ingredients in food
roducts.

In conclusion, in the present study, we have compared the
ntioxidant activities of whey proteins and their hydrolysates.
e have also observed that �-lactoglobulin was resistant to

epsin while �-lactalbumin was resistant to trypsin cleavage.

ccordingly, �-Lg can be easily purified using a combi-
ation of Sephadex G-200 size exclusion chromatography
nd pepsin treatment, whereas an �-lactalbumin rich fraction
an be obtained after tryptic hydrolysis. Isolating milk-serum
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Fig. 5. Gel electrophoresis (SDS-PAGE) of the second fraction before (F-2) and
after (F-2P) pepsin treatment. Lane 1: F-2; Lane 2: F-2-P Lane 3: MW markers.

Table 1
Protein concentration of different fractions obtained as described in Fig. 1

Fraction Protein (mg/ml) Volume (ml) Total protein (mg)

Whey solution 9.32 52.0 484.64
Whey precipitate 16.42 2.7 44.33
Whey supernatant 7.82 49.0 383.18
Whey filtrate 7.48 44.1 329.87
F-1 0.38 6.0 2.28
F-2 1.65 7.2 11.88
F-3 2.00 9.6 19.20
Pepsin 6.48 10.0 64.80
Trypsin 6.73 10.0 67.30
F-2-P 1.42 4.0 5.68
PF-1 0.13 8.4 1.09
PF-2 0.43 7.0 3.01
PF-3 1.82 14.0 25.48
TF-1 0.13 5.0 0.65
T

T

p
p
p
a

Table 2
Antioxidant activities of different fractions obtained as described in Fig. 1

Fractiona Antioxidant activityb

Whey solution n.d.
Whey precipitate n.d.
Whey supernatant 33 ± 1
Whey filtrate 43 ± 3
F-1 9.3 ± 0.9
F-2 176 ± 7
F-3 91 ± 2
Pepsin 101 ± 8
Trypsin 54 ± 1
F-2-P 16 ± 3
PF-1 21 ± 4
PF-2 88 ± 3
PF-3 143 ± 10
TF-1 n.d.c

TF-2 60 ± 13

a The fractions were obtained and designated as described in Fig. 1.
b Antioxidant activity was assayed as superoxide scavenging activity and

expressed as the protein concentration (IC50) leading to 50% inhibition of super-
o
a

t
b

A

F
a
(

R

[

[
[
[

F-2 1.68 21.0 35.28

he fractions used were obtained as described in Fig. 1.
roteins by a procedure combining gel exclusion chromatogra-
hy and proteases seems to be an easy method of obtaining whey
roteins for further characterization and functional analysis. We
re presently carrying out experiments on whey protein fractions

[
[
[
[

xide radical formation under the conditions described in the methods. Results
re given as the mean ± S.D. of three different determinations.
c n.d. = not determined.

o determine their biological activities and to identify different
ioactive proteins/peptides.
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bstract

A fast ion chromatographic method with suppressed conductivity detection has been developed for the simultaneous determination of methane-,
thane-, 1-propane-, 1-butane-, 1-pentane-, 1-hexane-, 1-heptane-, 1-octane-, 1-nonane-, 1-decane-, 1-dodecane-, dodecylbenzene-, p-toluene-,
enzenesulfonic acids, octylsulfate and dodecylsulfate in water samples. Due to the high number of analytes and their heterogeneity, the effect of
he mobile phase parameters (NaOH, CH3OH and CH3CN concentration) on the retention factors has been studied in detail, so achieving, for the
rst time, the separation among 15 of these analytes by a gradient elution. Detection limits included within 0.06–0.16 �M have been obtained.

Interferences from Cl−, NO3

− and SO4
2−, possible anions present in water samples, have been considered and a SPE procedure has been

eveloped for analytes enrichment and matrix removal in a seawater sample. This is the first application of an ion-exchange chromatographic
ethod to a seawater sample for this kind of analytes.
2007 Elsevier B.V. All rights reserved.
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. Introduction

The use of surfactants is widespread in several human
ctivities. According to their chemical characteristics, they
re classified into four groups: anionic, non-ionic, cationic
nd amphoteric surfactants. Among the anionic surfactants,
lkanesulfonates, alkylsulfate and alkylbenzenesulfonate are
ommonly employed as cleaning agents, laundry detergents and
osmetics and personal care products. The extensive use of these
ompounds leads also to their discharge into the environment,
ainly into the water compartment.

A hazard of surfactants to aquatic ecosystems primarily

onsists in the adsorption on the cell surface of microorgan-
sms at the lowest trophic level, which affects the production–

Abbreviations: C1 sulfonic, methanesulfonic acid; C2 sulfonic, ethanesul-
onic acid; C3 sulfonic, 1-propanesulfonic acid; C4 sulfonic, 1-butanesulfonic
cid; C5 sulfonic, 1-pentanesulfonic acid; C6 sulfonic, 1-hexanesulfonic acid;

7 sulfonic, 1-heptanesulfonic acid; C8 sulfonic, 1-octanesulfonic acid; C9 sul-
onic, 1-nonanesulfonic acid; C10 sulfonic, 1-decanesulfonic acid; C8 sulfate,
ctylsulfate; C12 sulfonic, 1-dodecanesulfonic acid; C12 sulfate, dodecylsulfate.
∗ Corresponding author. Tel.: +39 011 6707844; fax: +39 011 6707615.

E-mail address: mariaconcetta.bruzzoniti@unito.it (M.C. Bruzzoniti).
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egradation characteristics of the ecosystem and the parameters
f water body self-purification [1,2].

The approved analytical methods for anionic surfactants
re based on colorimetric methylene blue reaction [3,4] but
re known to suffer both from positive and negative interfer-
nces. Other analytical methods such as liquid chromatography
llow the characterization of individual surfactants in complex
ixtures [5]. Analytical methods, mainly chromatographic and

lectrophoretic, for trace analysis of ionic and neutral surfac-
ants, including sample preparation steps, have been reviewed
y Vogt and Heinig [6]. More recently, as a result of increased
C/MS applications, reversed phase chromatography has been
oupled to ESI ion trap mass spectrometry for the determination
f anionic, amphoteric and non-ionic surfactants [7].

HPLC separation methods coupled to evaporative light-
cattering detection (ELSD) [8] detection have been developed
n surfactants analysis, but with DL as high as, e.g. 5 �g (for
odium lauryl sulfate by a 20 �L loop). The same detection
echnique has been employed to show the performance of a

ew column for surfactant determination based on mixed mech-
nisms: reversed-phase, anion-exchange and dipole–dipole
nteractions [9]. The ELSD detection proves to be effective for
he detection of the non-UV-absorbing surfactants. Suppressed
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onductivity detection is optimal for ionic surfactants and is
ften coupled to ion-exchange separation mechanisms. It is
oteworthy mentioning that suppressed conductivity has been
oupled to reversed phase [10] or ion-pair reversed-phase mech-
nism, being this technique developed for the determination
f sulfonated and sulfated anionic surfactants, providing linear
anges, e.g. for sodium laureth sulfate of 2.5–500 �g mL−1 [11].

Few anion-exchange methods with suppressed conductivity
etection for the separation of surfactants are present [10,12,13]
ut they suffer of poor baseline resolution among analytes, rel-
vant gradient baseline disturbance and moreover, just a limited
umber of analytes can be separated. Furthermore, applications
n environmental samples are lacking.

The aim of this work was the development of a chromato-
raphic method for the separation and the enrichment from
ater samples of sulfated and sulfonated surfactants based
n anion-exchange and suppressed conductimetric detection.
ixteen analytes, including short chain alkylsulfonic acids,
ave been considered, namely: methanesulfonic, ethanesul-
onic, 1-propanesulfonic, 1-butanesulfonic, 1-pentanesulfonic,
-hexanesulfonic, 1-heptanesulfonic, 1-octanesulfonic, 1-nona-
esulfonic, 1-decanesulfonic, 1-dodecanesulfonic, dodecyl-
enzenesulfonic, p-toluenesulfonic, benzenesulfonic acids,
ctylsulfate and dodecylsulfate.

The separation of 15 species has been achieved in less than
6 min throughout a detailed study of the effect of mobile phase
arameters (NaOH, CH3OH, CH3CN concentration) on reten-
ion factors and the optimization of a gradient elution. To the
est of our knowledge, this is the first report on the separation of
uch a large number of analytes. Detection limits included within
.06–0.16 �M have been obtained. When possible to be com-
ared, these values are lower than those reported in literature.

For environmental application of the method developed, the
ain inorganic interferences (Cl−, NO3

−, SO4
2−) potentially

ccurring in water compartments have been evaluated.
Since surfactants are among the most important components

n the group of highly toxic substances that affect environmen-
al conditions in marine ecosystems [1], the method developed
as been applied on a seawater sample for which a preconcen-
ration/matrix removal step has been optimized. This is the first
pplication of an ion-exchange chromatographic method to a
eawater sample for this kind of analytes.

. Experimental

.1. Chromatographic apparatus

A quaternary gradient pump Model GP 40 (Dionex Co.,
unnyvale, CA, USA), equipped with automatic membrane
luent degassing, a Rheodyne 7125 injection valve (sample
oop 200 �L) and a conductivity detector was used. For elu-
nt conductivity suppression, an AMMS III-4 mm anionic
icromembrane suppressor, with 25 mM sulfuric acid as regen-
rant (5 mL min−1) has been used. Eluent flow rate was
mL min−1. A chromatographic data system (AI-450, Dionex)
as used for data collection and for the integration of peak areas.
eparation was performed at room temperature.

b

o
t
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.2. Stationary phase

A Dionex IonPac AS11 (250 mm × 4 mm, particle diameter
3 �m, ethylvinylbenzene cross-linked with 55% divinylben-
ene, functionalized with alkanol quaternary ammonium groups;
–100% solvent compatible; capacity 45 �equiv.) has been used
s analytical column. A 50 mm × 4 mm Dionex IonPac AG11
9 �equiv. capacity) has been used as guard column.

.3. Chemicals

Deionized water (18 M� cm−1 resistivity) from a Milli-Q
ater purification system (Millipore, USA), has been used for

luent and standard solutions preparation.
Sulfuric acid (95–97%, Riedel de-Haen, Seelze, Germany),

PLC grade methanol (Riedel de-Haen) and NaOH solution
49.5–50.5%, Mallinckrodt Baker B.V., Deventer, Netherlands)
ere used.
All analyte standards were from Merck (Darmstadt, Ger-

any), except ethanesulfonic acid and dodecylsulfate (Acros
rganics, Geel, Belgium) and methanesulfonic acid (Aldrich,
t. Louis, MO, USA).

Eluents were filtered through mixed cellulose ester 0.22 �m-
lters (Advantec MFS, Inc., Pleasanton, CA, USA) before use.

.4. Preconcentration procedure

For preconcentration, polystyrene-divinylbenzene SDB-1
artridges (Bakerbond SDB-1, 3 ml, 200 mg, J.T. Baker, Nova
himica, Milano) have been used.

The cartridges have been connected with a Minipuls 3 peri-
taltic pump (Gilson Inc., Middleton, WI, USA) set at 1.5 rpm,
onditioned as recommended by the producer (two aliquots of
mL methanol, followed by 6 mL H2O) and finally loaded with

he sample (10 mL). The cartridge has then been rinsed twice
ith 3 mL H2O, dried up, and, finally, the sample has been eluted
y five aliquots of 0.5 mL CH3OH each. The organic solvent has
een evaporated (water bath) and the residual reconstituted with
mL H2O, and finally injected into the chromatographic system.
he seawater sample has been collected in Mar Tirreno (South

taly) in dark glass bottle and refrigerated.

. Results and discussion

.1. Effect of NaOH concentration

Due to the hydroxide selectivity exhibited by the analyti-
al column, a NaOH-based eluent has been initially chosen. In
ig. 1, the behavior of k is shown for the analytes in the range
.31–90 mM NaOH. In agreement with the anion-exchange
echanism, retention decreases with the increase of eluent con-

entration for all the analytes. A great difference in retention
etween the C1–C4 sulfonic acids and the other analytes has

een observed.

Alkanesulfonates are the first eluting analytes with a retention
rder depending upon their alkyl chain length. Since even at
he highest NaOH concentrations evaluated, 1-dodecanesulfonic
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proves to be effective in eluting also dodecylbenzenesulfonic
acid, at CH3OH >80%, that up to now was still retained in the
column. For further experiments, methanol has been chosen as
organic modifier.
ig. 1. Effect of NaOH concentration on retention factors for the analytes stud-
ed. Column: IonPac AG11 and AS11 (250 mm × 4 mm). Note that the abscissa
cale type is category.

cid, dodecylsulfate and dodecylbenzenesulfonic acids do not
lute, it is reasonable to presume the presence of hydrophobic
nteractions for these analytes with the stationary phase. This
ypothesis is also supported by the behavior of p-toluenesulfonic
cid that is more retained than benzenesulfonic acid and by the
ailed and asymmetric peaks obtained for, e.g. 1-decanesulfonic
cid at the highest NaOH concentrations (90 mM). Interestingly,
he aromatic sulfonic acids are more retained than C6 sulfonic,
ut less than C8–C10 sulfonic acids.

To reduce the hydrophobic interactions and to achieve lower
etention times, the effects of organic modifiers on k have been
tudied.

.2. Effect of organic solvents

The effect of the organic solvents has been evaluated at 2 mM
aOH, where the separation of the shortest chain analytes also
ccurs.

The increase of acetonitrile percentage in the eluent reduces
he retention factors for all the analytes (Fig. 2). Differently
rom what observed with methanol (see further), the increase
f acetonitrile does not alter the selectivity of the separation
i.e. the elution order for the analytes). For CH3CN content
igher than 40%, it is possible to elute also dodecylsulfate and
-dodecanesulfonic acid, previously retained at 90 mM NaOH.
odecylbenzenesulfonic acid is not eluted.
The elution of dodecylsulfate and 1-dodecanesulfonic acid

llows us to make some considerations about their retention
nteractions. Since the two analytes have the same alkyl chain
ength, hydrophobic interactions of similar entity with the sta-
ionary phase should be expected (actually rather minimized
y the presence of the organic solvent). The difference in the

hromatographic behavior must be ascribed to the polar head
hich carries, for 1-dodecanesulfonic acid and for dodecylsul-

ate, one and two negative charges, respectively, supporting that
he dominant mechanism is the anion-exchange one.

F
s
N

ig. 2. Effect of CH3CN concentration on retention factors for the analytes
tudied. Column: IonPac AG11 and AS11 (250 mm × 4 mm). Eluent: 2 mM
aOH, CH3CN as shown. Note that the abscissa scale type is category.

Differently from acetonitrile, methanol does not provide
monotone trend for k and causes selectivity inversions at

ifferent percentages as a function of the surfactant family (aryl-
ulfonates: 60%, alkylsulfonates: 80%).

The effect of the presence of the organic solvent in the elu-
nt in an ion-exchange system is of difficult interpretation and
rediction, as deeply discussed in a previous work [14], but the
olvated radius of analyte ions, eluent ions and functional groups
f the stationary phase, determined also by hydrogen bonding
roperties and dispersive (London) forces, greatly influence the
etention mechanism in the presence of different organic sol-
ents. Nevertheless, the effect of methanol in decreasing the
ydrophobic interactions is evident (compare Figs. 1 and 3) and
ig. 3. Effect of CH3OH concentration on retention factors for the analytes
tudied. Column: IonPac AG11 and AS11 (250 mm × 4 mm). Eluent: 2 mM
aOH, CH3OH as shown. Note that the abscissa scale type is category.
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Table 1
Composition of the mobile phase at the different times of the gradient elution programs employed in the study, and related chromatographic retention of selected
analytes

Time (min) 0 5 7 10 11 12 15 30 Main results for the analytes injected

Gradient 1 NaOH (mM) 0 0.31 0.62 31 60 Elution of C2–C9 within 30 min C3–C5 unresolved
Gradient 2 NaOH (mM) 0 15 Elution and complete separation of C2–C7 within 23 min
Gradient 3 NaOH (mM) 0 7.5 60 Elution and complete separation of C2–C7 within 10 min
Gradient 4 NaOH (mM) 0 6 6 Elution and complete separation of C2–C7 and benzenesulfonic

acid within 12 min
CH3OH (%) 0 0 40 Coelution C7-p-toluenesulfonic acid

Gradient 5 NaOH (mM) 0 6 6 Elution and complete separation of C7, benzenesulfonic and
p-toluenesulfonic acids within 11 min

CH3OH (%) 0 0 60
Gradient 6 NaOH (mM) 0 6 6 6 6 Elution and complete separation of C2–C10, benzenesulfonic,

p-toluenesulfonic acids and octylsulfate within 14 min
CH3OH (%) 0 0 60 60 80

Gradient 7 NaOH (mM) 0 6 6 6 6 Elution and separation of 15 analytes (see Fig. 4). Partial
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(n = 4). Coefficients of determination r2 were included within
0.9695 (1-nonanesulfonic acid) and 0.9997 (ethanesulfonic
acid).
CH3OH (%) 0 0 60 60 80

.3. Optimization of separation by linear gradient elution

The number of the analytes and their similar structure make
he optimization of the separation a difficult task. From the iso-
ratic experiments, it appeared necessary to include also the
rganic modifier in the gradient optimization. About 40 gra-
ient compositions have been tested, acting on the following
arameters: NaOH concentration, steepness and duration of the
radient, methanol content and time of introduction of methanol
n the gradient. The main results achieved by the most effective
radient compositions have been collected in Table 1.

Data shown in Fig. 1 show that the elution of the surfactants
an be feasible in reasonable times by increasing the competing
on in the mobile phase. Therefore, the first experiments were
imed to optimize the NaOH content in the gradient program.
s a first attempt, NaOH concentration was increased within
0 min but, in order to enhance the separation among the first
luting analytes, a preliminary step at NaOH = 0 was introduced
gradient 1). Since this multi-step gradient composition gave rise
o coelution of C3–C5 peaks at about 15 min, a gradient with a
implified composition (gradient 2) and a lower elution power
ithin the first 15 min of run has been tested. This gradient well

esolved the previous coelutions but gave broad peaks, so the
lution power has been significantly increased (gradient 3) in a
horter period of time.

This approach reduces the elution times of C2–C7 to about
0 min without any coelution. By gradient 4, the decrease
compared to the previous gradients) of NaOH concentration
ithin the first 7 min has been balanced with the increase in
ethanol percentage. This composition resulted in the elution

f benzenesulfonic acid, but also in a coelution between C7
nd toluenesulfonic acid, that can be solved by the increase of
H3OH content (gradient 5), thanks to the different trend of

electivity vs. CH3OH (Fig. 3). Keeping constant the condition

o far optimized until the elution of the last analyte (toluenesul-
onic acid), an increase of methanol content to 80% (as indicated
y the isocratic elutions previously shown), allowed us to go
hrough gradients 6 and 7, being the last one the most efficacious

F
C
s
t
s

coelution of C1-C2

or the simultaneous separation of the selected analytes within
bout 16 min (Fig. 4). It should be remarked that dodecylben-
enesulfonic acid that would be eluted at isocratic conditions
2 mM NaOH, 80% CH3OH) at tr = 4.9 min is not eluted by the
radient.

.4. Evaluation of interferences

The inorganic anions Cl−, NO3
− and SO4

2− have been
njected as possible interferences in aqueous samples. Refer-
ing to Fig. 4, Cl− corresponds to peak 4. The SO4

2− ion does
ot elute within the chromatographic run and therefore, a final
ashing step of the column (60 mM NaOH for 20 min and 100%
H3OH for 20 min) is recommended. The NO3

− ion partially
oelutes with 1-pentanesulfonic acid (peak 6).

.5. Linearity and detection limits

Linearity has been evaluated within the range 0.93–11.4 �M
ig. 4. Optimized separation; elution by gradient 7 (see Table 1). Peaks: 1,

1 sulfonic; 2, C2 sulfonic; 3, C3 sulfonic; 4, Cl−; 5, C4 sulfonic; 6, C5

ulfonic + NO3
−; 7, C6 sulfonic; 8, benzenesulfonic acid; 9, C7 sulfonic; 10,

oluenesulfonic acid; 11, C8 sulfonic; 12, C9 sulfonic; 13, C10 sulfonic; 14, C8

ulfate; 15, C12 sulfonic; 16, C12 sulfate. Analyte concentrations: 50 �M each.
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Table 2
Detection limits for the species evaluated

Analyte Detection limits

�M �g L−1

Methanesulfonic acid 0.06 5.8
Ethanesulfonic acid 0.10 11
1-Propanesulfonic acid 0.13 16
1-Hexanesulfonic acid 0.05 8.3
Benzenesulfonic acid 0.07 11
1-Heptanesulfonic acid 0.07 12
p-Toluenesulfonic acid 0.09 17
1-Octanesulfonic acid 0.10 19
Octylsulfate 0.15 31
1-Nonanesulfonic acid 0.10 21
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obtained (recoveries and R.S.D.) are shown in Table 3.

The short-chain analytes (methane-, ethane-, propane-
sulfonic acids) are not retained (<2%), while retention for the

Table 3
Preconcentration of analytes from a seawater sample (10 mL) by SDB-1
cartridges

Analyte Recovery (%) R.S.D. (%)a

1-Butanesulfonic acid 16 4.2
1-Pentanesulfonic acid 37 19
1-Hexanesulfonic acid 104 2.1
Benzenesulfonic acid 54 1.9
1-Heptanesulfonic acid 100 2.7
p-Toluenesulfonic acid 133 8.9
1-Octanesulfonic acid 119 4.1
1-Nonanesulfonic acid 103 1.1
1-Decanesulfonic acid 101 0.9
Octylsulfate 113 3.0
1-Dodecanesulfonic acid 94 4.0
Dodecylsulfate 60 12.0
-Decanesulfonic acid 0.14 31
-Dodecanesulfonic acid 0.16 40

The detection limits, calculated as the concentration corre-
ponding to three times the standard deviation of the blank,
re shown in Table 2. When available, these values have
een compared with those from literature, resulting to be
ower (e.g. for 100 �L injection volume: 1-hexanesulfonic acid:
0 �g L−1, 1-heptanesulfonic acid: 80 �g L−1, 1-octanesulfonic
cid: 80 �g L−1, octylsulfate: 850 �g L−1, 1-decanesulfonic
cid: 900 �g L−1, 1-dodecanesulfonic acid: 660 �g L−1, [10],
r comparable [12].

The standard deviation of the blank has been calculated as
he average of 10 different injections. The DL values for 1-
utanesulfonic acid (1.0 �M) and dodecylsulfate (1.7 �M) are
uch higher due to a significant background noise.

.6. Preconcentration: real sample analysis and matrix
emoval

Coastal ecosystems can receive large quantities of surfac-
ants, due to wastewaters and sewage sludge discharge to the
ea [15]; therefore, it can be of interest to test the suitabil-
ty of the method developed for this kind of matrix. The
ighly saline content in an ion-exchange chromatographic
nalysis can strongly interfere with analyte determination; in
articular, when a sea water sample has to be analyzed by
nion-exchange, the most important problem is the Cl− content
about 0.5 M), so the first purpose was the reduction of matrix
nterference.

An ion-interaction mechanism (ion-pair reagent: tetrabuty-
ammonium hydroxide, TBAOH) has been chosen and a SDB-1
hase has been used.

The TBAOH plays a very important role in analytes pre-
oncentration, since TBA+ has electrostatic interactions with
ydrophobic anions such as surfactants, and can ion-pair in
he polystyrene-divinylbenzene substrate, allowing retention of
harged analytes that, otherwise, would be eluted unretained
y the cartridge. On the contrary, inorganic anions should

xhibit lower pairing ion interactions and elute unretained by the
DB-1.

To evaluate surfactants recoveries, four different preconcen-
ration conditions have been preliminarily compared using C9

P
e
t
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ulfonic as test solute: (i) precoating of SDB-1 cartridge with
BA+ and addition of TBA+ in the sample solution to be loaded;

ii) precoating of SDB-1 cartridge with TBA+ and loading of
he sample solution; (iii) loading of the sample solution on the
nfunctionalized SDB-1 cartridge; (iv) loading of the sample
olution added with TBA+ on the unfunctionalized SDB-1 car-
ridge. Since the recoveries obtained were respectively: 33.9%,
2.8%, 94.5% and 99.8%, the last approach was subsequently
ollowed and TBAOH has been added into the sample solution,
ithout any precoating of the SDB-1 support.
To evaluate the efficacy of this approach, 25 mL of a synthetic

olution containing 0.5 M (17726 mg L−1) Cl−, 50 �M of each
f the 14 analytes, 1 mM TBAOH (pH 6.0 by HCl) has been pre-
ared. The amount of ion interaction reagent is in excess with
espect to the total amount of analytes. An aliquot of 10 mL of the
olution has been loaded into the SDB-1 cartridge by a peristaltic
ump. The cartridge (activated as described) has been rinsed
wice with aliquots of 3 mL H2O to improve the removal of
norganic anions. The recovery of analytes from the SDB-1 has
een performed by five aliquots of 0.5 mL CH3OH. The organic
olvent has been evaporated (water bath) and the residual was
econstituted with 2 mL H2O, and finally injected with an in-line
lter, into the chromatographic system. It should be remarked

hat the IC injection of the solution proved the Cl− content to be
ower than 20 mg L−1 and hence do not interfere with the deter-
ination of the surfactants. At the light of the preliminary results

btained, the same procedure has been followed to evaluate
nalytes recovery and reproducibility in the seawater sample.

The sample has been filtered on a 0.22 �m filter and divided
nto two aliquots. The first aliquot has been added with 250 �M
BAOH, pH 6 (blank); the second one has been added with
50 �M TBAOH, pH 6 and 12.5 �M of each of the 14 analytes.
hese solutions have been prepared and processed in tripli-
ate according to the procedure previously detailed. The results
reconcentration: seawater in 250 �M TBAOH, pH 6, spiked with 12.5 �M of
ach analyte; recovery: 5 aliquots of 0.5 mL CH3OH, evaporation and reconsti-
ution with 2 mL H2O.

a n = 3.
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Fig. 5. Preconcentration and separation of surfactants from a seawater sample.
Overlay chromatograms of the as such sample (dotted line) and of the spiked
(12.5 �M of each analyte) sample. Preconcentration conditions as in Table 3.
Separation conditions as in Fig. 4. Peaks: 1, C sulfonic; 2, C sulfonic; 3, C
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[
[
[
[

(1995) 445.
4 5 6

ulfonic; 4, benzenesulfonic acid; 5, C7 sulfonic; 6, toluenesulfonic acid; 7, C8

ulfonic; 8, C9 sulfonic; 9, C10 sulfonic; 10, C8 sulfate; 11, C12 sulfonic; 12,

12 sulfate.

omologues sulfonic acids increases with the length of the alkyl
hain and it is quantitative from 1-hexanesulfonic acid. Interest-
ngly, the higher retention of p-toluenesulfonic acid in respect to
he benzenesufonic acid, indicates a contribute of –CH3 group
o the adsorption in the SDB-1 phase. These behaviors are in
greement with the reversed phase ion interaction mechanism.

The chromatograms obtained after preconcentration are
hown in Fig. 5. It should be remarked that the NO3

− ion ham-
ered the calculation of C5 sulfonate recovery which is affected
y the highest R.S.D.

. Conclusions

The optimization of a fast anion-exchange chromatographic
ethod for the simultaneous separation of 15 analytes belong-
ng to sulfonic acids and alkylsulfates classes has been shown
analysis run about 16 min).

The separation has been achieved after a gradient elution
hich has been optimized after a detailed study of the effect of

[

[

ta 75 (2008) 734–739 739

obile phase parameters (NaOH, CH3OH, CH3CN) on k, which
as indicated that CH3OH greatly affects the selectivity of the
eparation and is the key parameter to be tuned.

After the evaluation of the main interferences occurring in
queous samples (Cl−, NO3

− and SO4
2−), the chromatographic

ethod has been applied to a seawater sample for which an
ptimization of preconcentration/matrix removal step has been
erformed. This is the first report on the use of ion chroma-
oraphy for the determination of these analytes in a seawater
ample.
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bstract

In this paper, we performed a comparison between commonly used strategies amino acid ratios (Aa ratios), two-dimensional ratio plots (2D-Plot)
nd statistical correlation factor (SCF) and a classification technique, soft independent modelling of class analogy (SIMCA), to identify protein
inders present in old artwork samples. To do this, we used a natural standard collection of proteinaceous binders prepared in our laboratory using
ld recipes and eleven samples coming from Cultural Heritage, such as mural and easel paintings, manuscripts and polychrome sculptures from
he 15–18th centuries. Protein binder samples were hydrolyzed and their constitutive amino acids were determined as PITC-derivatives using
PLC-DAD. Amino acid profile data were used to perform the comparison between the four different strategies mentioned above. Traditional
trategies can lead to ambiguous or non-conclusive results. With SIMCA, it is possible to provide a more robust and less subjective identification
nowing the confidence level of identification. As a standard, we used proteinaceous albumin (whole egg, yolk and glair); casein (goat, cow and
heep) and collagen (mammalian and fish). The process results in a more robust understanding of proteinaceous binding media in old artworks that
akes it possible to distinguish them according to their origin.
2007 Elsevier B.V. All rights reserved.
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. Introduction

In paintings, the characterisation of organic binders used
ecause of their pigment fixative and dispersing qualities is
rucial since it is an important source of information both
or reconstructing the working techniques used in a particular
ainting and for defining a programme for the restoration and
onservation of the artwork itself. Organic materials used in art
enerally need special attention in the conservation of paint-
ngs, due to the relatively increased tendency of the inorganic
onstituent to undergo degradation, transformation and oxida-
ion processes [1]. Egg, animal glue, milk or casein, drying
ils, plant resins, animal resins and waxes are the most com-

on natural organic media historically used in Europe and in

he Mediterranean Basin [2]. Their chemical composition and
hysical properties are considerably influenced by many fac-

∗ Corresponding author.
E-mail address: lcapitan@ugr.es (L.F. Capitan-Vallvey).
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lassification technique; Characterisation strategies comparison

ors, among them the artist’s technique of using a wide variety
f binder recipes in order to improve the painting properties and
any formulations have not been documented. Furthermore, dif-

erent binding media can be used for different parts of a painting.
ther factors to be taken into account are the heterogeneity of

he binder, the possible interferences caused by inorganic pig-
ents, the effect of aging and the environment and the complex
ixtures of other organic materials used in several picture lay-

rs [3]. Clearly, the identification of organic matter in ancient
rtworks is not a totally resolved issue [4,5].

In this paper, we are interested in the three types of pro-
einaceous matter – casein, egg and animal glue – that are
sually used as binders in particular pictorial techniques like
empera. To know their specific identification and their degra-
ation compounds, various techniques have been adopted.
taining techniques in paint cross-sections like visible-light

6–8], and fluorescent stains [9], infrared spectrometry (IR)
10], Fourier-transform infrared spectrometry (FT-IR) micro-
pectrometry applied on cross-sections [11], differential thermal
nalysis (DTA) [12] and immunological techniques [13] have
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een used. Nevertheless the techniques that are most com-
only used at this time in the identification of proteinaceous

aint media are chromatographic techniques [14,15]. Since
roteins are polymers with high molecular weight, hydroly-
is methods able to break the peptidic bonds and liberate the
mino acids are required. The individual amino acids can be
ubsequently labelled for identification by derivatization and
nalyzed by chromatography. Initially, paper chromatography
16] and thin layer chromatography (TLC) [17] were used, but
ater, to achieve the required specificity and sensitivity, high-
erformance liquid chromatography (HPLC) [4,18–20] and gas
hromatography (GC) [21–26] were used. The coupling of GC
ith MS as the detection system (GC–MS), makes it possible

o obtain structural information regarding unknown components
s well as the simultaneous determination of amino acids and
atty acids using capillary GC–MS [14,24,26–28]. Pyrolysis-gas
hromatography–mass spectrometry (Py-GC–MS) [24], direct
yrolysis mass spectrometry (DPMS) [29] and direct tem-
erature resolved mass spectrometry (DTMS) [30], capillary
one electrophoresis (CZE) [31], HPLC with electron spray
onisation-time of flight mass spectrometry (ESI-TOF MS) and

atrix assisted laser desorption ionisation-mass spectrometry
MALDI-MS) [32] are techniques that promise an important
ontribution to the study of old proteinaceous paint media, their
ixtures and their degradation processes.
The HPLC method that has been extensively used for these

ind of samples used the derivatization agent phenylisoth-
ocyanate (PITC), which reacts with amino acids to form
henylthiocarbamyl-amino acids followed by HPLC analysis
ith UV detection [4,15,19,20]. The characterisation of pro-

einaceous media in micro-samples of artworks by HPLC and
ven GC procedures is generally based on the determination of
heir amino acidic composition, because different proteins have
different percentage profile of their constitutive amino acids.
evertheless, the identification of protein binders through their

mino acid composition is a problem not yet resolved. In the
eld of Cultural Heritage, the characterisation of proteinaceous
inders from the data of amino acidic profiles has been processed
y different methods and several strategies have been developed
o obtain the final goal: (a) amino acid ratio flow charts, (b)
idimensional plots of amino acid ratios, (c) using a correlation
ndex estimated with amino acid profiles of samples and stan-
ard databases and (d) multivariate statistical analysis such as
rincipal components analysis (PCA). All strategies use refer-
nce proteinaceous standards. The simplest and very subjective
rocedure is a visual comparison of amino acid compositional
ata against a protein standard [33]. Another strategy described
onsists of using characteristic amino acid ratio (Aa ratios) val-
es which differentiate the three main proteinaceous media, i.e.,
gg, animal glue and casein [15,21,34–38]. Casolli et al. [39]
ave developed a flow chart using amino acid ratio data (flow-
hart), where the nature of the binder is identified depending on
he choice based on the chart flow; others have proposed using

he bidimensional plotting of amino acid ratios (2D-Plot) [40].
nother strategy uses the statistical correlation factor (SCF) [22]
hich indicates the degree of similarity between the amino acid

omposition data of samples coming from artworks and the data
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or selected proteinaceous reference materials. Finally, strategies
hat use techniques of multivariate data processing such as PCA
19,22,24,27,34] or factor analysis (FA) [26,28,34] have been
escribed. Nevertheless, the representation of principal compo-
ents is biased by the subjectivity of the researcher, since PCA
s only a projection or dimensionality reduction technique but
ot a classification technique.

In this work, we use the soft independent modelling of
lass analogy classification technique (SIMCA) [41] on the pro-
le of amino acids collected by HPLC-DAD analysis using
henylisothiocyanate (PITC) as the derivating agent [42]. These
rofiles were obtained from a collection of reference proteina-
eous binders prepared by us [43] and a sample set coming
rom paintings, manuscripts and sculptures from the 15–18th
enturies. With SIMCA, more than traditional strategies, it is
ossible to use software to learn the confidence level for each
lassification made. This is performed by an appropriate statis-
ical F-test.

This paper aims to provide a critical comparison of the
raditional strategies and SIMCA for characterisation of pro-
einaceous binders in real Spanish Cultural Heritage samples.

.1. Objectives

Our objective in this paper is to compare traditional strate-
ies previously used in the bibliography and SIMCA to identify
roteinaceous binders present in painting samples. Amino acid
ompositional profiles obtained by HPLC-DAD in artworks and
eference samples will be used here to compare three classical
dentification strategies and SIMCA. In this work, the SIMCA
lassification technique is used because it offers the confidence
evel of identifying or discarding the binder present, without the
ubjectivity of the other three strategies. These four strategies
ill be applied to eleven samples coming from ten pieces of art

rom Cultural Heritage and their results are critically discussed.

. Experimental

.1. Instrumentation

A Hewlett-Packard HP 1090 liquid chromatograph
Palo Alto, CA, USA) and an Aminoquant ODS column
5 �m 200 mm × 2.1 mm i.d.), were used for the separation.
he PITC derivatives were identified using a diode array
etector (DAD) selected at 254 nm. The chromatographic
ethod for amino acid determination as PITC-derivatives is a
odification of the Bidlingmeyer procedure [42], the conditions

f which were previously optimized [43] to the Microbore
olumn mentioned above. Column temperature 40 ◦C; flow-rate
.5 ml/min; buffer A: 0.28 M sodium acetate, 0.075 TEA and
% acetonitrile (pH 6.38); buffer B: 60% acetonitrile; mobile
hase gradient was: 0% B at 0 min, first linear gradient 2% B at
min, second linear gradient 43% B at 9 min; 50% B at 13 min.

or treatment and later data analysis the software packages
xcel spreadsheet (Microsoft Office 2002) and SIMCA-S for
indows ver. 5.1 (1994) by Umetri AB (Umea, Sweden) were

sed in a Pentium 300 MHz personal computer.
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Table 1
Collection of protein binder standard produced (training set)

Albumins
Poultry whites, yolks and
whole eggs

Chicken Gallus gallus
Dwarf chicken Gallus gallus, Holland bredd
Pheasant Phasianus colchicus (2)*

Goose Anser anser
Turkey Meleagris gallopavo (2)
Peacock Pavo cristatus (2)
Pigeon Columba livia domestica
Duck Cairina moschata
Mallard Anas platyrhynchos

Caseins (milks)

Spanish breeds of Caprine
Capra aegagrus hircus

Granadina (3)
Granadino-Murciana
Capra pyrenaica hispanica (2)
Malagueña (2)
Manchega (2)
Friesian (2)

Spanish breeds of Bovine
Bos Taurus

Holstein (2)
Brown Swiss (2)
Jersey
Segureña (2)
Merino (3)
Red
Red Majorcan

Spanish breeds of Ovine
Ovis aries

Manchega
Lacha (2)
Churro (2)
Castellana (2)
Awassi (2)
Black-eye

Collagens

Fish: skins, backbones, and
air bladders

Flounder Platichthys flesus (5)
Cod Gadus morruha (6)
Sturgeon Acipenser sturio (8)
Sole Solea solea (8)
Hake Merluccius merluccius (6)
Blue whiting Micromesistius poutassou (10)
Turbot Psetta maxima (5)
Rabbit Oryctolagus cuniculus (5)

Mammalian: skins, bones
and cartilages

Pigs Sus (7)
Bovine Bos primigenius (8)
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* The number of replicated samples coming from different origins likes farms

.2. Reference materials

For this study, a collection of natural proteinaceous binder
tandards (Table 1) was used to develop SIMCA models. These
alibration standards (training set) were used to perform the pro-
ein identification from artwork materials. This collection has
he variability inherent in different animal species and sample
rigins. We prepared a natural reference material collection of
27 traditionally employed binders (egg albumin, milk casein
nd collagen-like substances). Eggs and natural milks were
btained from local farmhouses while collagen-like substances
ame from different parts of fish and mammalian animals that
ad been previously purchased in different supermarkets in
ranada (Spain). The protein standard preparation was carried

ut according to old recipes and in this way we obtained stan-
ard substances very similar to those used by ancient artists.
urrent knowledge about the techniques used over the centuries

n the creation of artworks comes mainly from historical treatises

2

i

Ovine Ovis aries (8)
Caprine Capra hircus (5)

rmarkets, etc. appears between brackets.

hat contribute a global view of the techniques used in different
laces and ages. Il Libro dell’Arte by Cenini [44] (written at the
eginning of the 15th century), was consulted in the preparation
f reference samples.

.3. Artwork samples

Eleven samples coming from Cultural Heritage, artworks
elonging to the 15–18th centuries such as manuscripts, poly-
hrome sculptures and mural and easel paintings were used in
his study (test set). All available information about them is
hown in Table 2. Pigments and other interference substances
ere not determined in the artwork samples.
.4. Sample treatment

Protein present in paint samples (0.5–1 mg) were extracted
n 200 �L of 0.5 M phosphate buffer solution pH 12.0 and



700 R. Checa-Moreno et al. / Talanta 75 (2008) 697–704

Table 2
Samples belonging to Cultural Heritage artworks analyzed (test set)

Sample 1: Parchment. Located at Royal Chancery of Granada-Spain (Signature: ARCHGR: parchment no. 70) Identification: Catholic King’s Diploma. It dates
from the century second half of 15th century and before 1492. Sample coming from the red side of the stamp.

Sample 2: Parchment. Identification: Nobility Accomplishment in favour of Mrs. Bartolomé and Diego de Hontiveros in their lawsuit with the Council of
Manzanares. Parchment containing a capital letter with a Virgin and Child image. Located at Royal Chancery of Granada-Spain (Signature: ARCHGR:
parchment no. 39). Sample coming from the Virgin’s face side (brown).

Sample 3: Parchment. Identification: Nobility Accomplishment in favour of Mrs. Antón Ruiz and Gonzalo Ruiz, neighbours of Socuéllamos, dated in Granada the
7 September, 1535. Located at Royal Chancery of Granada-Spain (Signature: ARCHGR: parchment no. 51). Sample coming from the coat of arms blue side.

Samples 4 and 5: Parchment. Identification: Nobility Certification in favour of Mrs. Francisco Fernández de Bastida and Alarcón, Juan, Pedro and Ginés
Fernández de Bastida in the village of Librilla (Murcia). Dated the 27 June, 1579. Located at Royal Chancery of Granada-Spain (Signature: ARCHGR:
parchment no. 47). Two samples taken of black ink.

Sample 6: Easel painting. Identification: Madonna with Child, unknown author. 13th century. Located in the Cathedral Museum of Guadix (Granada). Unknown
author. Sample coming from the child’s knee.

Sample 7: Sculpture. Identification: S. Sebastian sculpture. 17th century. Located at Parish/parochial Church of Villanueva de Mesı́a (Granada). Unknown author.
Sample taken from S. Sebastian’s arm.

Sample 8: Easel painting. Identification: Eucharist exaltation 18th century. Located in the Cathedral Museum of Guadix (Granada). Sample taken from chalice
side. Unknown author

Sample 9: Easel painting. Identification: Jesus Christ 16–17th century. Private collection Granada (Spain) Unknown author

Sample 10: Easel painting. Identification: Eucharist exaltation 18th century. Located in the Cathedral Museum of Guadix (Granada). Unknown author. Sample
taken from the shaded right part of the Centurion’s face.
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fore, SIMCA models on principal components were developed
for all of them: class (albumin, casein and collagen) and sub-
ample 11: Wall painting. Identification: Decorative motifs of Ancient Convent
Unknown author. Sample taken from the wall painting motif.

% in 3-(cyclohexylamino)-1-propanesulfonic acid (CAPS)
or 2 h at 60 ◦C and then purified by Microcon unit from

illipore—Amicon© and kept in 50 �L 0.0025 M phosphate
uffer solution, pH 12.3 and 10−5 M norleucine (internal stan-
ard). Protein reference samples were solved in the buffer
olution.

.5. Analytical procedure

Both reference standards and artwork samples were
ydrolyzed in 6N HCl acid vapour-phase at previously opti-
ized conditions, 115 ◦C for 15 h, derivatized with PITC, and
nally, analyzed by HPLC in order to determine their amino
cidic profile. The total amount of each amino acid (in pico-
oles) in samples was determined by a weighted calibration

ased on peak area to internal standard ratio.

.6. Statistical treatment

To identify the protein material present in the Cultural Her-
tage samples, amino acid ratios Gly/Glu, Gly/Asp, Pro/Asp and
lu/Pro were calculated from the profile data and a flow chart
as then applied according to the Aa-ratios strategy [34]. The
D-Plot strategy requires another ratio calculation to build the
lots described [40], these were: Pro/Phe versus Asp/Ala, Pro/Ile
ersus Glu/Ser and Gly/Phe versus Glu/Ala. For this second
trategy, ratios for several reference samples were additionally

alculated in order to simultaneously project reference and art-
ork samples. For the third traditional strategy considered here,
CF [45], each artwork sample was correlated with a represen-

ative specimen of each group of reference samples in order to

c
a
T
d

nta Paula, today Hotel Palacio de Santa Paula (AC Hotels), Granada.

btain the appropriate correlation coefficient [46]. This coeffi-
ient, as is well known, is defined by the following equation:

=
∑
XY − (

∑
X
∑
Y/n)√[∑

X2 −
((∑

X
)2
/n
)]√[∑

Y2 −
((∑

Y
)2
/n
)]

here X and Y are the concentrations for each amino acid, n
s the number of amino acids measured and r is the correlation
oefficient. By definition, sample data are represented by X, and
eference data by Y. A correlation coefficient of 1.0 indicates a
erfect correlation; a value of 0.0 indicates that no correlation
xists.

To apply the SIMCA strategy, we first did an exploratory
ultivariable analysis performing a principal component pro-

ection using the amino acid profile data of the protein reference
amples. The previously autoscaled profiles (127 protein binder
tandards × 17 amino acids) were used to do an exploratory
ultivariable analysis using PCA. PCA showed that three large

roups of standards corresponding to the three different origins
f the protein binder reference standards considered, e.g., albu-
ins, caseins and collagens (Fig. 1a) appeared well separated.

ndividualised PC projections for each group showed that it was
ossible to distinguish new classes inside of each one. There-
lass (glair, yolk, whole egg, caprine, ovine, bovine, mammalian
nd fish). All these models were validated by crossvalidation.
able 3 shows a short summary of the class and subclass models
eveloped.
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ig. 1. Projections in principal components of the collection of reference samp
lues; individual PC projection for albumin class: W: whites, Y: yolks and E:
vine; (d) individual PC projection for glue class: M: mammalian and F: fishes.

.7. Results and discussion

Reference standard and artwork samples were analyzed
ccording to the sample preparation and chromatographic pro-
edures previously described. Typically, around 1–5 mg of dry
rozen reference standards previously prepared by us were dis-
olved in 0.0025 M phosphate buffer solution, pH 12.3, and
0−5 M norleucine (internal standard) solution. The artwork
amples were treated as is described in Section 2.4. Then both
ypes of samples were subjected to vapour-phase hydrolysis,
erivation and chromatographic separation processes. Table 4
hows the amino acid profile data obtained for the samples, i.e.,
rtworks and several reference standards belonging to each kind

f protein considered selected from the collection. The amino
cid content indicated was obtained by extrapolating the peak
rea to internal standard ratios on a weighted calibration curve
or each amino acid. For reasons of brevity, only one composi-

s
i

t

able 3
odel characteristics at class and subclass levels

odel Number of
objects

A Number of variables

lbumin 36 2 10 (Ser, Gly, Arg, Ala, Pro, Tyr, Met, Ile, Leu and L
hite 12 2 14 (Ser, Gly, His, Arg, Thr, Ala, Pro, Tyr, Val, Met,
hole egg 12 3 15 (Asp, Glu, HOpr, Ser, Gly, Arg, Ala, Pro, Tyr, V

olk 12 2 12 (Asp, Glu, HOpr, Ser, Arg, Tyr, Val, Met, Ile, Le
asein 34 3 14 (Asp, Glu, Ser, His, Arg, Thr, Ala, Pro, Tyr, Val,
oat 10 2 9 (Asp, Glu, HOpr, Arg, Thr, Ala, Pro, Tyr, Lys)
heep 17 2 9 (Asp, Glu, Ser, Thr, Ala, Pro, Tyr, Phe, Lys)
ow 7 1 8 (Asp, Glu, Thr, Ala, Pro, Tyr, Leu, Phe)
ollagen 80 2 15 (Asp, Glu, HOpr, Ser, Gly, His, Arg, Thr, Pro, Ty
ammalian 33 1 8 (Glu, HOpr, Ser, Gly, Ala, Met, Ile, Phe)

ish 47 2 8 (Glu, HOpr, Ser, Gly, Ala, Met, Ile, Phe)

: number of principal components of the model. α: � error and β: � error.
rincipal component projection of full data set. A: albumins, K: caseins and G:
hole; individual PC projection for casein class: B: bovine, C: caprine and O:

ional profile of the reference standard binder is shown belonging
o every group or subgroup of the reference standard considered
n this work [43].

Common strategies such as amino acid ratios (Aa ratios), 2D-
lots and SCF were compared with the SIMCA classification

echnique. This was carried out using the eleven samples coming
rom ten Cultural Heritage works of art, selected from murals and
asel paintings, manuscripts and polychrome sculptures from the
5–18th centuries.

The ratios needed for performing the identification using the
reviously described flow chart [39] were calculated from the
mino acid profiles of each sample (Fig. 2). These were Gly/Glu,
ly/Asp, Pro/Asp and Glu/Pro. Thus, it was concluded that in
amples 1–4 the protein binder present was casein, with collagen
n the rest (5–11).

With the second strategy, 2D-Plots, samples and several pro-
ein binder standards were simultaneously projected in three

Variance
explained (%)

Sensibility
(1 −α) (%)

Specificity
(1 −β) (%)

ys) 65 92 100
Ile, Leu, Phe, Lys) 61 92 75

al, Met, Ile, Leu, Phe, Lys) 76 92 92
u, Phe, Lys) 60 92 100
Met, Ile, Leu and Phe) 68 88 100

74 90 80
70 95 82
61 85 85

r, Val, Met, Ile, Leu and Phe) 60 90 100
33 91 100
64 96 98
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Table 4
Amino acid profiles (in pmol) of the samples and standards that are under studya

Sample number Asp Glu HOpr Ser Gly His Arg Thr Ala Pro Tyr Val Met Ile Leu Phe Lys

1 6.0 9.6 1.5 9.9 16.2 2.3 2.3 4.5 7.3 7.7 3.0 4.9 1.5 9.3 6.2 4.6 3.1
2 7.2 9.6 3.3 9.5 18.3 1.6 4.1 3.8 8.9 8.2 2.0 5.1 1.4 4.3 6.3 3.4 2.9
3 7.1 11.3 2.0 8.1 13.0 3.0 3.0 5.0 3.0 10.3 2.0 5.1 2.0 8.5 6.8 5.9 4.0
4 7.9 12.1 2.6 6.6 15.6 1.3 4.8 4.4 9.7 9.0 2.3 5.2 1.9 4.4 6.9 3.0 2.3
5 5.3 7.9 6.2 3.0 36.4 0.3 5.0 2.0 12.1 12.3 0.4 2.1 0.4 1.1 2.6 1.5 1.4
6 4.7 7.8 9.1 3.0 33.4 0.2 4.2 1.5 12.6 13.7 0.3 2.1 0.4 1.3 2.8 1.6 1.1
7 3.7 6.0 6.1 3.3 35.4 0.3 4.9 2.8 12.9 13.3 0.5 3.1 0.2 1.3 3.7 1.5 1.1
8 4.6 7.3 6.5 2.6 34.3 0.4 5.1 0.9 12.3 12.3 0.6 1.9 0.2 1.3 2.7 2.0 4.9
9 6.1 7.4 6.7 3.9 35.3 0.2 3.9 2.3 12.2 12.2 0.1 2.2 0.1 1.5 2.7 1.5 1.8

10 4.5 7.2 7.4 2.9 31.3 0.9 4.6 1.8 11.4 13.6 0.9 3.0 1.3 1.8 3.2 2.3 2.0
11 3.7 6.6 5.4 4.0 39.3 0.5 4.9 2.0 12.3 10.8 0.4 0.9 0.7 1.1 2.4 2.1 3.0

Reference samples:
Albumin 9.2 11.8 0.2 7.8 6.6 2.3 4.8 5.5 8.0 6.6 2.6 6.9 3.0 5.3 8.7 4.6 6.1
Casein 8.3 21.7 0.2 5.7 2.8 2.3 2.3 4.4 4.0 12.8 3.3 6.8 1.7 4.6 8.7 3.8 6.4
Collagen 4.8 8.0 7.5 3.6 35.3 0.7 4.9 1.8 10.9 12.0 0.4 1.7 0.9 1.0 2.3 1.6 2.7
Glair 9.3 12.6 0.2 8.5 6.9 2.0 4.1 5.6 7.5 6.3 3.2 6.8 3.4 4.9 7.8 5.3 5.7
Whole egg 9.5 12.2 0.2 8.0 6.5 2.3 4.5 5.6 8.0 6.2 1.8 7.6 3.0 5.5 8.9 4.6 5.7
Egg yolk 8.9 10.8 0.2 7.0 6.4 2.7 5.8 5.3 8.4 7.3 2.8 6.3 2.4 5.4 9.3 3.9 7.1
Goat casein 8.4 21.4 0.2 5.5 2.4 2.3 2.1 5.1 4.0 13.6 2.8 7.3 1.8 4.5 8.6 3.9 6.3
Sheep casein 8.8 21.5 0.1 5.9 3.2 2.4 2.5 4.3 4.3 12.1 3.3 6.6 1.6 4.4 8.5 3.7 6.8
Cow casein 7.9 22.3 0.2 5.8 2.7 2.3 2.3 4.0 3.8 12.7 3.8 6.6 1.8 4.9 8.8 3.9 6.2
Mammalian collagen 5.1 8.3 8.7 2.6 34.1 0.5 4.6 1.5 10.5 13.3 0.2 1.6 0.4 1.1 2.6 1.6 3.1
Fish collagen 4.5 7.7 6.3 4.7 36.5 0.9 5.2 2.2 11.3 10.6 0.5 1.7 1.4 1.0 1.9 1.5 2.3

a For those amino acids not present in protein or whose content is insignificant the L.D. of the method is indicated. Asp: aspartic acid; Glu: glutamic acid; HOpr:
h reoni
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ydroxyproline; Ser: serine; Gly: glycine; His: histidine; Arg: arginine; Thr: th
soleucine; Leu: leucine; Phe: phenylalanine; Lys: lysine.

idimensional plots. The plots were built using the same amino
cid ratios indicated by Pancella and Bart [40]. Identification of
he protein binder present in the samples was performed by eval-
ating the proximity of the samples to the three main standard
roups. The plots built were: Pro/Phe versus Asp/Ala, Pro/Ile
ersus Glu/Ser and Gly/Phe versus Glu/Ala (Fig. 3).
The projection Pro/Phe versus Asp/Ala (Fig. 3a) shows that
ample 1, 2 and 4 contain albumin, sample 3 casein and the rest of
amples (5–11) collagen. The projection Pro/Ile versus Glu/Ser

ig. 2. Flow chart for the identification of protein binders based on ratios of
onstituent amino acids.
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ne; Ala: alanine; Pro: proline; Tyr: tyrosine; Val: valine; Met: methionine; Ile:

Fig. 3b) shows that samples 1–4 contain albumin, although the
dentification of samples 1 and 2 is less clear than that of sam-
les 3 and 4. Moreover samples 5–11 contain collagen. The last
rojection considered, Gly/Phe versus Glu/Ala (Fig. 3c), shows
he same results as the first projection. In this case, sample 3 is
learly considered as a casein binder and samples 5–11 are col-
agen. The 2D-Plot strategy is unanimous in classifying samples
–11 as collagens; nevertheless the conclusions for samples 1–4
ere very ambiguous. Sample 1 is considered. The results for

ample 4 are similar and it is clearly considered as albumin by
lot 3b whereas plots 3a and 3c are not as conclusive. Sample 2
s not clearly identified as albumin by any plot used. The results
or sample 3 are very interesting, while plot 3c showed clearly
asein; plot 3a is not so categorical in classifying it as casein
nd finally plot 3b conclusively indicates that the protein binder
resent is albumin.

The third strategy considered and previously described
22,45] used SCF. The correlation factors between each amino
cid profile of the samples and each protein binder standard
re shown in Table 5. Only samples 5–11 show a good cor-
elation (r > 0.98) with the collagen standard. The rest of the
amples (1–4) are not assigned to any other type of protein binder
onsidered here.

Finally, the SIMCA strategy was applied to identify the
roteinaceous binder in the artwork samples as described in

Table 6). The binder present in samples 1–4 cannot be consid-
red as belonging to any of the classes or subclasses considered
ere (P < 95–99%). Samples 5–11 contain collagen as binder.
dditionally, this strategy made it possible to identify binders
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Table 6
Correlation coefficients found (R2) between the samples of the Cultural Heritage
and protein standards

Number Aa ratios 2D-Plot SCF SIMCA (P > 95–99%)

Class Subclass

1 Casein Egg – None –
2 Casein Casein and egg – None –
3 Casein Collagen – None –
4 Collagen Collagen Collagen None –
5 Collagen Collagen Collagen Collagen Fish
6 Collagen Collagen Collagen Collagen Mammalian
7 Collagen Collagen Collagen Collagen Fish
8 Collagen Collagen Collagen Collagen Fish
9 Collagen Collagen Collagen Collagen Fish
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ig. 3. Identification of the samples coming from Cultural Heritage according
o the strategy of bidimensional projections of the ratios of amino acids: (×)
lbumins; (©) caseins and (♦) collagens.

t the subclass level. Thus, in samples 6 and 10, collagen binder
oming from mammals was identified, whereas samples 5, 7, 8,
and 11 contain collagen coming from fish.

The results obtained using SIMCA methodology were com-

ared to those obtained using the traditional strategies for binder
dentification. It was observed that classical strategies can lead

able 5
ample origin and protein binder identification according to the four identifica-

ion strategies considered

ample R2
Albumin R2

Casein R2
Collagen

1 0.347 0.125 0.539
2 0.337 0.099 0.768
3 0.418 0.370 0.358
4 0.495 0.254 0.652
5 0.052 0.002 0.995
6 0.038 0.003 0.985
7 0.043 0.000 0.982
8 0.048 0.002 0.989
9 0.057 0.002 0.993
0 0.040 0.003 0.987
1 0.037 0.000 0.988
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0 Collagen Collagen Collagen Collagen Mammalian
1 Collagen Collagen Collagen Collagen Fish

o ambiguous results. In the case of sample 1, the Aa ratio and
D-Plot strategies would consider it as casein or egg, respec-
ively. Something similar occurs with sample 3, which could
ontain casein or collagen binder. Sample 2 is a more unclear
ase because the same strategy, 2D-Plot, leads to different con-
lusions; a projection plot concludes that it is casein, the other
hows egg. The great differences in classification obtained with
raditional strategies can be attributed to the fact that identifica-
ion is based only on the small amount of information contained
n a few amino acid ratios employed whereas SIMCA method-
logy uses the greater information latent in the full amino acid
rofile. On the other hand, SCF strategy led to similar results
o SIMCA, that is, protein present in samples 1–4 could not be
dentified as belonging to any kind of protein considered here
hereas samples 5–11 were identified as collagen binder. But

his strategy was not able to distinguish the origin of the col-
agen, that is, mammalian or fish. In short, classical strategies
ave been shown to lead to unclear results against a probabilistic
nd statistical-based method such as SIMCA. Thus, identifica-
ion is based now on statistical tests where decisions about the
rotein present are taken at an appropriated level of confidence
P > 95%). In samples 1–4, the available tools (strategies) includ-
ng SIMCA can only state that a protein binder different from
hose considered here is present. The presence of some other kind
f protein or perhaps mixtures of them can be hypothesized, but
here is no statistical support to specify this.

. Conclusions

We carried out a comparison between traditional strategies
nd a classification technique, namely SIMCA. SIMCA analysis
akes it possible to identify the protein binder present in eleven

amples coming from Cultural Heritage artwork such as wall and
asel paintings, manuscripts and polychrome sculptures from the
5–18th centuries.

Three previously described strategies were selected for car-

ying out the identification of protein binders present in artwork
amples through their amino acid content and were compared
ith SIMCA. Classical strategies can produce ambiguous results

n some cases and different results in other cases according to
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he strategy used. Thus, the classification performed is based on
atent information based only on a few amino acids or ratios
nd it is supported by the subjectivity of the researcher because
/he decides the last resort. Moreover, with none of classical
trategies is it possible to know the confidence level of the
lassification carried out.

Collagen was identified in seven samples (5–11) and it was
ossible to identify the origin. It was concluded that the rest of
he samples (1–4) did not contain any of the proteins consid-
red at a confidence level of 95%. Nevertheless, the presence of
n amino acid in these samples could suggest the presence of
nother protein binder, for example: another kind of protein not
onsidered here or it could be some kind of mixture or may be
simple environmental or fingerprint contamination. The ques-

ion of mixtures is not considered in this work, but it will be
reated in future studies.

The applicability of the SIMCA classification technique as
tool to identify the proteinaceous binders present in Cultural
eritage artworks has been shown. Moreover, with SIMCA it is
ossible to know what the proteinaceous binders are, not only at
class level but at a subclass level as well. If the protein binder
resent is albumin, it is possible to distinguish whether it comes
rom glair, yolk or whole egg, between ovine, caprine and bovine
or caseins and between mammals and fish for collagens. A more
obust and less subjective identification has been performed than
ith traditional strategies with which it is possible to know the

onfidence level of acceptance.
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bstract

13C NMR spectroscopy was employed for evaluating glucose and fructose isoforms content in Traditional Balsamic Vinegar of Modena. With the
se of reference spectra recorded in water for samples obtained with respect to set rules, a shift determination method for fructose carbon isoforms

as introduced to determine the frauds present in unknown Traditional Balsamic Vinegar of Modena samples. No sample preparation yields this

pproach highly reliable and time saving. Following this approach, for the first time, an objective analytical technique can be used alternatively to
he actual procedures for Traditional Balsamic Vinegar certification.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Nowadays, the most emerging request in food science is
he authenticity determination of dairy products; robust and
eproducible analytical methods are required to address this
uestion. In the recent years, different analytical techniques
ere presented in the literature: FT-IR spectroscopy [1–4],

sotope ratio mass spectrometry, also coupled with separation
echniques [5–10] and Raman spectroscopy [11–13]. Recently,
ifferent techniques in food authenticity have been reviewed
14–16]. Analytical techniques were often combined with statis-
ical methods, which were growing rapidly during the last years.
MR applications in food authenticity were instead quitely iso-

ated, even though the potentiality of this technique is really
utstanding. Examples of NMR applications, mainly concern-
ng the use of the isotope technique (SNIF-NMR) are present in
he literature [17–21], while other non-specific natural isotopic
ractionation techniques were applied in food authenticity and

ade use of high resolution NMR techniques [22–26]; inter-

stingly few of them concern the employment of 13C NMR
pectroscopy. NMR technique is generally devoted to analyze

∗ Corresponding author. Tel.: +39 02 23699578; fax: +39 02 23699620.
E-mail address: roberto.consonni@ismac.cnr.it (R. Consonni).
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tion; Ageing

amples without manipulation with high reproducibility and it
s considered as a “fingerprint” method for authentication analy-
is. In this respect, a quite updated but exhaustive example [27]
as reported concerning the carbohydrate determination with
igh-resolution 13C NMR technique, applied to honey charac-
erization. Here is reported a combined use of high-resolution
3C NMR spectroscopy and a fructose carbon isoforms mea-
urement method for quality assessment and authentication
or Traditional Balsamic Vinegar of Modena (TBVM), a very
ell known Italian product. Traditional Balsamic Vinegar of
odena is an original and PDO product (Reg. CEE no.

13/2000 of 17 April 2000) highly appreciated all over the
orld.
Its economical value is particularly quoted on the market

ecause of the ageing process that can reach more than 25
ears; cooked must and “traditional procedures” are the only
llowed ingredients and no additional products can be added.
hese procedures imply a natural fermentation of cooked grape
ust, followed by its progressive concentration during the age-

ng process, that takes place into a series of casks of different
ood and size for at least 12 years. Set rules (G.U. no. 124, 30

ay 2000) regulate the correct production procedure, which is

nique from every point of view; traditionally making process,
opping procedure, taste and aroma characterize this product.
ifferent analytical studies were applied on TBVM [28–36] but
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Fig. 1. Anomeric sugar region of the 13C spectrum relative to three TBVM
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one of them were focused on the authentication evaluation. In
he Italian market, another largely consumed flavoring is Bal-
amic Vinegar of Modena (BVM), which is a different product:
t is made from wine vinegar with the addition of caramel and
ventually a small quantity of aged wine vinegar, as described
n the set rules (D.M. 3 December 1965) for preparation pro-
edure. BVM samples can experience a further ageing process,
hus reaching higher quality parameters, but always far away
rom TBVM peculiarity. Both BVM and TBVM certifications
re nowadays obtained by means of sensorial analysis and by
ery simple physiochemical properties determination like total
cidity, density and dry residual.

Analysis of food products should require the use of non-
nvasive techniques because sensorial and safety properties are
elated to the structural and compositional complexity and het-
rogeneity of the matrix, which must be preserved as much as
ossible in its original state. This work describes the use of 13C
MR spectroscopy with a particular data elaboration emerged

rom a critical evaluation of several carbon spectra of TBVM
nd BVM samples. This application gave rise the possibility
f a rapid and unequivocal identification of fraud in such very
valuated foods, with no sample preparation.

. Experimental

.1. NMR sample and experimental procedures

72 samples of both BVM and TBVM from different pro-
ucers have been used. Among them, 8 were BVM of known
geing, 22 were TBVM potentially adulterated (named N.D.)
hile 42 were highly trusted TBVM of known ageing, and
sed as reference. 13C NMR spectra were recorded on Bruker
MX spectrometer operating at 11.7 T and equipped with a 5-
m reverse probe with z-gradient. Samples were prepared by

issolving 100 �L of each sample into 400 �L of DMSO-2H6.
pectra were acquired with 65,500 points covering 30,000 Hz;
ulse width of 13 �s (90◦ pulse) and 5 s for relaxation between
ach of 512 scans were chosen. Standard inverse-gated decou-
ling pulse sequence from Bruker library was adopted to avoid
he heteronuclear NOE derived from proton decoupling. Spectra
ere processed by applying an exponential line broadening of
Hz for sensitivity enhancement before Fourier transformation
nd were accurately phased, baseline adjusted and referenced by
sing the solvent signal as chemical shift standard (TOPSPIN
.2®). Intensities were scaled with regard to the central line of
olvent signal.

. Results and discussion

.1. TBVM and BVM samples

A primary condition for quantitative 13C NMR spectroscopy
s to avoid the carbon intensity distortion due to the decoupling

f proton resonances. The method used, in combination with
ong relaxation times, recovers the correct intensity of the car-
on signals, thus resulting in a correct quantitative spectrum.
nalysis of 13C NMR spectrum of TBVM sample, revealed

a
a
p
f

amples (A), two BVM samples (B) and three unknown declared TBVM sam-
les differently defrauded (C). Dotted lines in (C) indicate the shift of fructose
soforms due to different degrees of adulteration.

ominant signals from glucose and fructose together with sig-
als from other components (like acetate, furanic derivatives,
tc.). Fig. 1A reports the anomeric sugar region of 13C spectrum
or TBVM samples dissolved in organic solvent. In particular,

s already reported [27], only � and � pyranosidic forms (�GP
nd �GP, respectively) were observed for glucose, while both
yranosidic and furanosidic � and � forms can be observed for
ructose (�FP, �FP, �FF and �FF).
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Table 1
Chemical shift values for standard water solutions (tab) for TBVM sample
dissolved in organic solvent (exp) and mean values for observable tautomeric
isoforms of fructose in highly trusted TBVM of known ageing samples dissolved
in water, obtained after calibration with C1�GP as internal reference (�σ)

taba exp �σ

Furanosidic
�FF

C1 63.7 64.0 −32.5
C2 105.5 104.4 8.5
C3 82.9 83.2 −13.9
C4 77 76.1 −19.9
C5 82.2 81.2 −14.6
C6 61.9 61.4 −35.3

�FF
C1 63.6 63.2 n.d.
C2 102.6 102.2 5.6
C3 76.4 76.0 −20.5
C4 75.4 75.6 −21.4
C5 81.6 82.1 −15.2
C6 63.2 63.2 n.d.

Pyranosidic
�FP

C1 64.7 64.6 −32.0
C2 99.1 98.3 2.2
C3 68.4 68.1 −28.3
C4 70.5 70.2 n.d.
C5 70 69.5 −26.7
C6 64.1 63.3 n.d.

�FP
C1 65.9 n.d. n.d.
C2 99.1 97.6 n.d.
C3 70.9 70.8 n.d.
C4 71.3 71.7 n.d.
C5 62 61.5 n.d.
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C6 61.9 59.9 n.d.

.d. stands for not univocally determined values.
a E. Breitmaier, W. Voelter, VCH editors, 1987, 381–384.

Resonance assignment of tautomeric forms for glucose and
ructose of TBVM sample dissolved in organic solvent can be
asily performed; only fructose values were reported in Table 1,
n comparison with the published fructose–water solution val-
es.

Water solution of glucose and fructose showed the tautomeric
orms in their “naturally” occurring distribution, in according
o the reported value [27]: in particular, fructose presents 4.8%,
3%, 2.4%, and 69.8% of abundance for �FF, �FF, �FP and �FP
orms, respectively, while glucose presents only the pyranose
automeric forms with 37% and 63% of abundance for �GP and
GP forms, respectively.

The analysis of must samples performed in organic solvent
data not shown) revealed the presence of the “natural” distri-
ution for tautomeric forms of both glucose and fructose, due to
he large water content. During the cooking process, must sugars
ere subjected to thermal degradation giving rise to heterocyclic
ompounds (mainly furfurales) and, as a consequence, the sugar
soforms experienced a redistribution accordingly. In particular,
he most abundant form of fructose, �FP, will experience the
hermal degradation in the largest extent. This fundamental sugar
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oncentration process of the must, resulted also in a large water
oss, which was no longer available in vast bulk, thus not allow-
ng the tautomeric equilibration process. In other words, sugars
n TBVM kept their tautomeric distribution in such a way con-
tituting the “traditional labeling” that can be used for TBVM
uthentication. This observation could be preserved by the use
f organic solvent; as a matter of fact, by dissolving TBVM or
ged BVM in water, sugars reordered the tautomeric isoforms,
eaching again their “naturally” occurring distribution. Glucose
soforms revealed to maintain this “naturally” occurring distri-
ution in organic solvent in both TBVM and BVM samples
nd thus they were not taken into account. Concerning fructose
soforms, TBVM showed the less abundant one, namely �FP,
s well as the intensity ratio value for C2�FP/C2�FF signals
argely below one (Fig. 1A). Both these situations were veri-
ed for all the highly trusted TBVM samples analyzed. On the
ontrary, for BVM samples the intensity ratio value was largely
ver the value of one, as shown in Fig. 1B and the presence of
he tautomeric isoform �FP was missed, most likely overlapped
ith C1�GP.
Furthermore, BVM samples revealed different chemical shift

alues for sugar isoforms with respect to TBVM samples, due
o the larger residual water present in BVM. In particular,
ructose isoforms showed the largest chemical shift deviations
ith respect to glucose isoforms. For this reason, in this work,
e decided to monitor the fructose isoforms and in particular

heir shifts by calibrating them with respect to the chemical
hift of C1�GP resonance, chosen as internal chemical shift
eference; we named this procedure as “shift determination
ethod”.
Water solution of highly trusted TBVM samples of known

ge were chosen as reference and the �σ values obtained for
arbons of three out of four observable tautomeric isoforms
f fructose were reported in Table 1. The same procedure
as then applied to all TBVM and BVM samples in organic

olvent.
Finally, chemical shift deviations were calculated with

espect to the carbon shifts observed in organic solvent and
he mean values measured for reference samples analyzed in
ater. Inspection of the main chemical shifts deviations obtained

or all TBVM revealed that the most sensible carbons were
2�FF and C3�FF (Fig. 2): on the other hand, some car-
ons of the four isoforms were partially overlapped or totally
issed in some spectra, and for these reasons those were not

elected for monitoring shifts. The shifts values observed for
ighly trusted TBVM were ranging between 1.23 and 1.05 for
2�FF and between 0.64 and 0.52 for C3�FF, but never below
and 0.5. For this reason we assumed 1 and 0.5 as reference

alues.
On the basis of these data, three parameters were assumed to

e used for sample classification: (1) the presence of the �FP
soform, indicative for initial discrimination of TBVM samples,
2) the intensity ratio for C2�FP/C2�FF signals, whose upper

imit of one was chosen as adulteration alert level (ADUAL)
nd (3) measurement of the C2�FF and C3�FF chemical shift
eviations, whose values of 1 and 0.5, respectively, were chosen
or authentication alert level (AUTAL).
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Fig. 2. C2�FF and C3�FF shift deviations measured for all

.1.1. Analysis of unknown samples
When unknown TBVM samples were investigated, the pri-

ary indication was the evaluation of the requirement expressed
t point (1) followed by ADUAL evaluation, as previously
escribed in point (2). If the sample did not fit the first two
oints, it can be considered as not obtained in agreement with set
ules. If the sample showed ambiguous value for ADUAL value
i.e. very close to one), the AUTAL value needs to be checked.
n this sense, AUTAL is considered the authentication factor
hat validates the previous evaluation. For example, in Fig. 1C
3C NMR spectra of three unknown samples, declared to be
BVM, were reported: only the sample at the top trace reported
mbiguous ADUAL value; in the middle and at the bottom trace
pectra clearly indicated adulterated samples, obtained not in
greement with set rules, and, additionally, all spectra did not
how the presence of �FP tautomeric form. Fig. 2 reports both
eal and potentially adulterated TBVM as well as BVM sam-
les, either aged or not aged. BVM spectra represented in Fig. 2
ere largely below the AUTAL reference values but also N.D.

amples (from no. 45 up to no. 58) showed largely distorted

hifts for both C2�FF and C3�FF values, thus indicating large
raud presence. Some other N.D. sample (from no. 59 up to no.
5) resulted not adulterated, thus indicating the observation of
et rules. This result was compared with the classical analyses

f
i
w
f

es with AUTAL reference values indicated with dotted line.

erformed on N.D. samples, confirming that other parameters
ere out of the standard range, suggesting that samples (no.
5–58) were not prepared in according to the correct proce-
ures. In particular, total sulphorous anhydride determination
videnced an average amount of 30 mg/L while it was expected
o be absent in TBVM. Another important parameter, named “R
atio” (◦Brix/Total Acidity) [37], indicates the balance among

weet and acid tones and it is used as a synthetic index for
BVM. This parameter was found to be 11.8–16.9, being 7–10

he range for TBVM produced according to set rules.

. Conclusion

The 13C NMR spectroscopy is here presented as a powerful
nalytical tool in TBVM characterization. Previously, quantita-
ive carbon determinations, obtained with polarization transfer
xperiments was successfully applied for olive oil authentication
24]. In this work, the same aim is obtained for TBVM by using
he simple carbon decoupled experiment. Dissolving samples in
rganic solvent, the possibility to monitor the tautomeric iso-

orm ratio of the main present sugars, like glucose and fructose,
s available. The most important point and the novelty of this
ork is the possibility to observe these isoforms, in particular

or fructose, that reports the memory of the degradation process
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xperienced, by using organic solvent. This simple trick, in this
espect, makes other approaches unsuccessful, like water sam-
le solution. Furthermore, the introduction of reference values,
.e. ADUAL and AUTAL, leads to control two different fruc-
ose isoforms, thus preventing eventually sophisticated frauds.
his technique showed a new application in the field of food
uthentication, and on the basis of our results, this methodol-
gy is advantageous for this aim and in particular with no need
f sample derivatization or manipulation, like other techniques
equired. On the basis of our knowledge acquired on TBVM
amples, we can now safely propose this new approach to deter-
ine the authenticity of this very expensive vinegar [37,38].
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bstract

In this paper we report a comparison on the sequestering ability of some polycarboxylic ligands towards dioxouranium(VI) (UO2
2+, uranyl).

igands taken into account are mono- (acetate), di- (oxalate, malonate, succinate and azelate), tri- (1,2,3-propanetricarboxylate) and hexa-
arboxylate (1,2,3,4,5,6-benzenehexacarboxylate). The sequestering ability of polycarboxylic ligands towards UO2

2+ was quantified by a new
pproach expressed by means of a sigmoid Boltzman type equation and of a empirical parameters (pL50) which defines the amount of ligand
ecessary to sequester 50% of the total UO2

2+ concentration. A fairly linear correlation was obtained between pL50 or log K110 (log K110 refers
o the equilibrium: UO2

2+ + Lz− = UO2L(2−z); L = generic ligand) and the polyanion charges. In order to complete the picture, a tetra-carboxylate
igand (1,2,3,4-butanetetracarboxylate) was studied in NaCl aqueous solutions at 0 ≤ I (mol L−1) ≤ 1.0 and t = 25 ◦C, by potentiometry, ISE-[H+]
lass electrode. The formation of ML2−, MLH−, MLH2

0 and MLOH3− species (M = UO2
2+ and L = 1,2,3,4-butanetetracarboxylate) was found,

ith logβ110 = 7.937 ± 0.028, logβ111 = 13.066 ± 0.027, logβ112 = 17.401 ± 0.013, logβ11−1 = 2.062 ± 0.040 at I = 0 mol L−1 and t = 25 ◦C [βpqr
efer to reaction: pUO2
2+ + qL4− + rH+ = (UO2

2+)pLqHr
(2p−4q+r)]. The dependence on ionic strength of all ligand protonation constants and of the

omplex formation constants of UO2
2+–polycarboxylate systems was modelled by the SIT (specific ion interaction theory) approach and by the

itzer equations.
2007 Elsevier B.V. All rights reserved.
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eywords: Dioxouranium(VI)–polycarboxylate complexes; Speciation; Seques

. Introduction

Studies on the coordination chemistry of uranium in aque-
us solution are increasingly important for understanding the
ehaviour of uranium in the environment [1–7]. Actinide speci-
tion information is essential for assessing strategies addressing
roblems such as migration of nuclear waste and materials.
f uranium is complexed by mobile organic matter molecules
nd forms stable complexes, the transport of uranium may
e enhanced. The ability of uranium to form complexes with
rganic compounds has been extensively utilised for cleaning

p uranium contamination in soils and in the nuclear industry
here chelating agents are common constituents of fluids used to

lean reactors [8]. The resultant uranyl-organic chelated species

∗ Corresponding author. Fax: +39 090 392827.
E-mail address: fcrea@unime.it (F. Crea).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.009
ability; Dependence on ionic strength; SIT equation; Pitzer equations

an be highly mobile and potentially highly bioavailable within
nvironment [9]. Commonly, the chelating agents used in the
leaning processes and widely present in geologic environments
ncluding surface waters and sedimentary basin fluids, are rep-
esented by polycarboxylic ligands whose concentrations can
ary from �g/L to mg/L. Literature reports many papers on the
cid-base and complexing ability of dioxouranium(VI) towards
-donor ligands published in the past five decades; some of

hem are reported in Refs. [10–25], and reference therein. In
ecent years the scientific community has shown wide interest
n radioactive element speciation and, in particular, the NEA
Nuclear Energy Agency) [26] has collected fundamental data
bout uranium, neptunium, plutonium, americium and tech-
etium chemistry, in order to develop a specific database. Many

hermodynamic data are also reported in databases [27–30].
ur aim is to give a contribution to the knowledge of the ura-
ium chemistry. For these reasons, our group has undertaken
tudies on the acid-base properties of UO2

2+ [31–34] and on
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Scheme 1. St

he sequestering ability of polyfunctional O-donor ligands (see
cheme 1) [acetate (ac), oxalate (ox), malonate (mal), succinate
suc), azelate (aze), 1,2,3-propanetricarboxylate (tricarballylate,
ca) and 1,2,3,4,5,6-benzenehexacarboxylate (mellitate, mlt)]
owards uranyl [35–40], in different ionic media and at different
onic strengths values at t = 25 ◦C. Here, in order to complete the
icture from mono- to esa-carboxylate, we report a potentiomet-
ic study on UO2

2+–butanetetracarboxylic acid (btc) system, in
aCl aqueous solutions at 0 ≤ I (mol L−1) ≤ 1.0 and t = 25 ◦C.
The results obtained in this paper are consistent with those

eported in previous works [35–40], in which it was pointed out
hat the stability of the UO2

2+–polycarboxylate species and the
peciation model may depend on some factors, such as: (a) the
oordination number and number of chelate rings; (b) the com-
lex charge; (c) the charge density of the polyanions; (d) the
umber of –OH groups present in the molecule; (e) the interac-
ion of negatively charged complex species with the cation of
he supporting electrolyte (medium stabilisation). The seques-
ering ability of ligands here investigated towards UO2

2+ can be
odelled by using an approach already introduced [38,39]; this
ethod takes into account a Boltzman type equation by which

he sum of formation percentages of all metal–ligand complexes,
(%) were fitted vs. pL, where pL ≡ −log [L]tot ([L]tot is the total
igand concentration). The pL value at �(%) = 50, indicates the
igand concentration necessary to sequester 50% of total UO2

2+

n the different experimental conditions. The dependence of pL50
n pH and on the ligand charges was studied.

u
p
<
b

e of ligands.

As further contribute to the study of UO2
2+–polycarboxylate

ystems, in Appendix A the dependence on ionic strength of
olal protonation and complex formation constants was mod-

lled by SIT (specific ion interaction theory) [41,42] and Pitzer
43,44] approaches.

. Experimental

.1. Chemicals

Solutions of uranyl nitrate hexahydrate (puriss. >99.5%) were
repared from corresponding Fluka products. Stock solutions
f uranyl nitrate were standardized by the gravimetric determi-
ation of uranium after oxide U3O8 ignition. Stock solutions
f 1,2,3,4-butanetetracarboxylic acid (btc) (Fluka p.a.) were
repared by weighing the solid products without further purifi-
ation; the btc purity was checked by alkalimetric titration with a
tandard solution of NaOH, and proved to be ≥99.5%. Standard
arbonate-free NaOH solutions were prepared by diluting con-
entrated (Fluka, puriss.) ampoules, under a stream of purified
itrogen and standardized against potassium hydrogenphthalate
Fluka, puriss.), whilst HCl solutions were standardized against
odium carbonate (Fluka, puriss.). NaCl (Fluka, puriss.) was

sed after stove drying at 140 ◦C. All solutions were daily pre-
ared using grade A glassware and ultrapure water (conductivity
0.1 �S). The solutions were preserved from atmospheric CO2
y means of soda lime traps.
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Table 1
Thermodynamic equilibrium constants (molal concentration scale) of hydrolytic
species of UO2

2+, at t = 25 ◦C

p −ra −log Tβpr
b

1 1 5.19
2 2 5.76
3 4 11.82
3 5 15.90
3 7 29.27
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.2. e.m.f. measurements

Potentiometric measurements on the uranyl–1,2,3,4-
utanetetracarboxylate system were carried out following
rocedures described in previous works [35–40]; instrumental
pparatus consisting of a Metrohm (mod. E654) potentiometer
quipped with an Orion (Ross mod. 8101) glass electrode cou-
led with a standard calomel electrode. Instrumental resolution
as 0.1 mV. The potentiometric system was controlled by a

uitable computer program for data acquisition and e.m.f. sta-
ility checks. Pre-established volumes of titrant were delivered
o the measurement cell by an automatic Metrohm Dosimat
mod. 665) burette (minimum reading of 0.001 mL). The
xperiments were carried out in NaCl aqueous solutions at dif-
erent ionic strength values (0.1 ≤ I (mol L−1) ≤ 1.0 mol L−1),
t t = 25 ± 0.1 ◦C. The solutions containing different con-
entrations of uranyl ion (0.5 ≤ CUO2

2+ ≤ 1.5 mmol L−1),
tc (0.5 ≤ Cbtc ≤ 3 mmol L−1) and NaCl (in order to obtain
he pre-established ionic strength values), at different
etal/ligand ratios (from CM/CL = 1.2 to 0.3; M = UO2

2+

nd L = 1,2,3,4-butanetetracarboxylate), were titrated with
tandard carbonate-free NaOH solutions (CNaOH = 0.1209 or
.4947 mol L−1) until precipitation occurred (pH ≈ 7.5).
he experimental conditions used in studying other
ranyl–polycarboxylic systems were already reported [35–39].
he sodium hydroxide standard solutions used as titrant
ere prepared at the same ionic strength of the solutions
nder study by addition of NaCl, in order to maintain fairly
onstant the ionic strength values during the titration. In all
he experiments a stream of purified nitrogen was bubbled
hrough the solution in order to avoid atmospheric O2 and
O2 interference. For all the potentiometric measurements the
lectrode couple was standardized, in terms of pH = −log [H+],
y titrating HCl 10 mmol L−1 solution (at the same ionic
trength value as the solution under study) with standard
aOH to determine the standard potential E◦ before each

xperiment.

.3. Data analysis and calculations

All the parameters of the acid-base titration were determined
sing the non-linear least squares computer program ESAB2M
45]. This program allows us to refine the analytical concen-
ration of reagents, formal electrode potential E◦, coefficient ja
elative to junction potential (according to the equation: Ej = ja
H+]) and the ionic product of water KW; it was also used
o determine btc purity. The formation constant values were
efined by the computer program BSTAC [45] which minimizes
he sum of squares error in electromotive force values. In all
he least squares calculations weights were obtained from vari-
nce propagation. The ES4ECI [45] program was used to draw
peciation diagrams and to calculate species formation percent-

ges. All the formation constants are expressed according to the
quilibrium:

UO2
2+ + qLz− + rH+ = (UO2

2+)pLqHr
(2p−qz+r) βpqr

v

p
f

a According to equilibrium: pUO2
2+ + rH2O = (UO2)p(OH)r

(2p−r) + rH+.
b Ref. [31].

og Tβpqr values at I = 0 mol L−1 were calculated from poten-
iometric data using a simple Debye–Hückel type equation for
xtrapolation purposes:

og βpqr = log Tβpqr − z ∗ AI1/2

1 + 1.5I1/2 + CI (1)

here z∗ = �z2
reactants −�z2

products (z = charge);
= Debye–Hückel constant = 0.51 at t = 25 ◦C and C is

he only adjustable parameter for the dependence of formation
onstants on ionic strength. In the paper, errors are expressed
s ±S.D., and for the ionic strengths we reported their mean
alues (±1%).

. Results and discussion

.1. Hydrolysis of dioxouranium(VI) and protonation of
,2,3,4-butanetetracarboxylate

In previous papers [31–34] we already reported the hydrolytic
onstants of dioxouranium(VI) in different ionic media and at
ifferent ionic strengths. Thermodynamic equilibrium constants
re reported in Table 1.

As regards 1,2,3,4-butanetetracarboxylate, here we carried
ut investigations on the protonation constants in NaCl aqueous
olutions at 0 ≤ I (mol L−1) ≤ 1.0. The experimental protonation
onstants of btc are reported in Table 2 in both molar and molal
oncentration scales. In the same table, the thermodynamic pro-
onation constants [46] and the C parameter for the dependence
f protonation constants on ionic strength, calculated by using
q. (1), are reported.

.2. Speciation model for the
ioxouranium(VI)–carboxylate systems

In defining the best speciation model for the
O2

2+–polycarboxylate systems, we followed some crite-
ia [36–39] that can be listed as follows: (1) the simplicity of
he model; (2) the agreement with similar uranyl–carboxylate
ystems; (3) the significant formation percentages of each
pecies in all the experimental conditions; (4) the differences in

ariance between the accepted model and other checked ones.

Following these criteria, the best speciation models pro-
osed [35–39] are resumed in Table 3, with the complex
ormation constant values at I = 0 mol L−1. The speciation mod-
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Table 2
Protonation constants of 1,2,3,4-butanetetracarboxylate in NaCl aqueous solution, at different ionic strengths and t = 25 ◦C

I (mol L−1) logβ1
a logβ2

a logβ3
a logβ4

a

0 7.18b 13.01b 17.54b 20.92b

0.12 6.26 ± 0.01c 11.41 ± 0.01c 15.49 ± 0.01c 18.64 ± 0.01c

0.48 5.88 ± 0.01 10.75 ± 0.01 14.67 ± 0.01 17.75 ± 0.01
0.74 5.78 ± 0.01 10.58 ± 0.01 14.48 ± 0.01 17.54 ± 0.01
0.97 5.73 ± 0.01 10.50 ± 0.01 14.39 ± 0.01 17.46 ± 0.02

Cd 0.17 ± 0.01 0.34 ± 0.01 0.52 ± 0.01 0.61 ± 0.02

I (mol kg−1) logβ1 logβ2 logβ3 logβ4

0 7.18 13.01 17.54 20.92
0.13 6.26 11.40 15.48 18.63
0.49 5.87 10.74 14.65 17.73
0.75 5.77 10.57 14.45 17.51
0.99 5.72 10.48 14.36 17.42

a βi refers to reaction: (btc)4− + i H+ = (btc)Hi
(i−4).

e
M
M
M
M
M
l
M
M
M
M
s
r
M
e

e
o
p
s
t
o
t
s
[

s

T
F

L

a
o

m
s
a
t
b
m

b Protonation constants at infinite dilution obtained from Ref. [46].
c ±S.D.
d Empirical parameters of Eq. (1).

ls include for acetate [35]: M(ac)+, M(ac)2
0, M(ac)3

− and
(ac)3OH2−; for oxalate [37]: M(ox)0, M(ox)2

2−, M(ox)3
4−,

(ox)OH−, M(ox)(OH)2
2−, M(ox)2OH3−, M(ox)3OH5−,

(ox)3H3− and M2(ox)5
6−; for malonate [36]: M(mal)0,

(mal)2
2− and M2(mal)2(OH)2

2−; for succinate [36]: M(suc)0,
(suc)2

2−, M(suc)2H− and M2(suc)2(OH)2
2−; for aze-

ate [36]: M(aze)0, M(aze)2
2−, M(aze)H+, M2(aze)2

0 and
2(aze)(OH)2

0; for 1,2,3-propanetricarboxylate [38]: M(tca)−,
(tca)H0, M(tca)2

4− and M(tca)2H3−; for mellitate [39]:
(mlt)4−, M(mlt)H3−, M(mlt)H2

2−, M(mlt)H3
−, M2(mlt)2−,

(mlt)OH5− and M(mlt)(OH)2
6− species. In the same table, the
peciation model proposed for 1,2,3,4-butanetetracarboxylate is
eported: this is defined by the species: M(btc)2−, M(btc)H−,

(btc)H2
0 and M(btc)OH3−. The different speciation mod-

ls obtained for the UO2
2+–polycarboxylic systems can be

m
w
b
l

able 3
ormation constants in molar concentration scale of UO2

2+–polycarboxylate comple

logβ

MLa ML2
a MLHa MLOHa

cc 2.86 4.62
xd 7.05 11.45 1.03

ale 6.569 10.551
uce 5.091 7.61
zee 4.27 7.78 8.641
caf 6.222 7.75 11.251
tcg 7.937 13.066 2.062
lth 10.164 16.123 2.328

a Charges omitted for simplicity.
b In parentheses logβpqr at infinite dilution.
c Ref. [35].
d Ref. [37].
e Ref. [36].
f Ref. [38].
g This work.
h Ref. [39].
xplained taking into account some factors: (a) the charge
f the ligand; (b) the length of the alkyl chain and the
ossibility to form chelate rings and uranyl polynuclear
pecies also at low metal/ligand ratios; (c) the interac-
ion of negatively charged complex species with the ions
f the supporting electrolyte (medium stabilisation); (d)
he pH value where precipitation occurs. Extensive discus-
ions on this topic were carried out in our previous paper
35–39].

The formation constants of UO2
2+–btc species, in the ionic

trength range 0 ≤ I (NaCl) ≤ 1 mol L−1, in both molar and

olal concentration scale, are reported in Table 4, together
ith their corresponding values at infinite dilution calculated
y means of Eq. (1). Complex formation constants were calcu-
ated without taking into account the formation of Na+–btc [46]

xes at infinite dilution and t = 25 ◦C

Other speciesa,b

ML3 (7.22), ML3OH (2.14)
ML3

4− (11.92), ML(OH)2
2− (−6.9), ML2OH3− (3.41), ML3OH5− (4.1),

ML3H3− (17.08), M2L5
6− (24.98)

M2L2(OH)2 (4.36)
ML2H (11.98), M2L2(OH)2 (2.38)
M2L2 (12.00), M2L(OH)2 (−1.43)
ML2H (14.33)
MLH2 (17.401)
MLH2 (20.784), MLH3 (24.059), M2L (17.952), ML(OH)2 (−6.816)
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Table 4
Formation constants of UO2

2+–1,2,3,4-butanetetracarboxylate complexes in NaCl aqueous solution, at different ionic strengths and t = 25 ◦C

I (mol L−1) logβ110
a logβ111

a logβ112
a logβ11−1

a

Experimental values
0 7.94 ± 0.03b 13.07 ± 0.03b 17.40 ± 0.01b 2.06 ± 0.04b

0.12 6.20 ± 0.02 10.85 ± 0.02 14.91 ± 0.01 0.97 ± 0.04
0.48 5.39 ± 0.02 9.89 ± 0.02 13.70 ± 0.02 0.34 ± 0.02
0.73 5.32 ± 0.03 9.69 ± 0.01 13.48 ± 0.03 0.16 ± 0.02
0.97 5.28 ± 0.04 9.60 ± 0.01 13.33 ± 0.04 −0.02 ± 0.03

Calculated valuesc

0 7.94 ± 0.03 13.08 ± 0.03 17.40 ± 0.01 2.11 ± 0.04
0.10 6.25 ± 0.03 10.95 ± 0.02 15.03 ± 0.01 1.01 ± 0.04
0.25 5.76 ± 0.02 10.32 ± 0.02 14.29 ± 0.01 0.63 ± 0.03
0.50 5.44 ± 0.02 9.88 ± 0.01 13.75 ± 0.02 0.32 ± 0.02
0.75 5.31 ± 0.03 9.68 ± 0.01 13.47 ± 0.03 0.13 ± 0.02
1.00 5.27 ± 0.04 9.59 ± 0.01 13.30 ± 0.04 −0.02 ± 0.03

I (mol kg−1) logβ110 logβ111 logβ112 logβ11−1

0 7.94 13.06 17.40 2.06
0.13 6.20 10.84 14.90 0.97
0.49 5.38 9.88 13.68 0.34
0.75 5.31 9.68 13.46 0.16
0.99 5.27 9.58 13.30 −0.02

a
u

t
I
t
n
b
h
t
i
c

F
i
C
(
o
d

f
v
d
r
M
t
U
t

a βpqr refers to reaction: pUO2
2+ + q(btc)4− + rH+ = (UO2)p(btc)qHr

(2p−4q+r).
b ±S.D.
c Formation constants calculated from Eq. (1).

nd UO2
2+–Cl− weak species [31], as already done for the other

ranyl–polycarboxylate systems [35–39].
In Figs. 1 and 2 two distribution diagrams, for

he UO2
2+–1,2,3,4-butanetetracarboxylate system at

= 0.50 mol L−1, are reported at a dioxouranium(VI) concen-
ration of 0.5 mmol L−1 and two different btc concentrations,
amely, 0.5 and 1.5 mmol L−1. As can be seen, when high
tc concentrations are used, low formation percentages of the

ydrolytic species of uranyl are observed (with exception of
he M3(OH)7

−), owing to the sequestering ability of btc which
nhibits the hydrolysis of uranyl. Moreover at high-ligand
oncentrations the ternary MLOH3− species reaches high

ig. 1. Speciation diagram of UO2
2+–1,2,3,4-butanetetracarboxylate system

n NaClaq at I = 0.50 mol L−1 and t = 25 ◦C. Concentration: CUO2
2+ = 0.5,

btc = 1.5 mmol L−1. Species: (1) LH4; (2) LH3; (3) LH2; (4) LH; (5) M3(OH)7;
6) M3(OH)5; (7) M2(OH)2; (8) ML; (9) MLH; (10) MLH2; (11) MLOH (charge
mitted for simplicity); short dash line: outside the experimental pH range; dash
ot line: ligand speciation.

M
t
N
(

F
s
C

L
M
d

ormation percentages between 5 ≤ pH ≤ 7, and maximum
alue (about 90%) at pH ≈ 6.5. Analysing the speciation
iagrams, two main features can be observed: (i) in the acidic
egion, the yields of the different species follows the trend:

(btc)2− > M(btc)H+ > M(btc)H2
0 (which is a very reasonable

rend); (ii) in the pH range 6–7 the mixed hydrolytic species of
O2

2+ [M(btc)OH3−] is the predominant one, whilst at pH > 7,
he speciation is regulated by the simple hydrolytic species
3(OH)7
− [38,39]. These features are in agreement with

he ones observed for other uranyl–polycarboxylate systems.
ote that the distribution diagrams were drawn up to pH ≈ 8.1

outside the experimental pH range) that is the mean pH value

ig. 2. Speciation diagram of UO2
2+–1,2,3,4-butanetetracarboxylate

ystem in NaClaq at I = 0.50 mol L−1 and t = 25 ◦C. Concentration:

UO2
2+ = Cbtc = 0.5 mmol L−1. Species: (1) LH4; (2) LH3; (3) LH2; (4)

H; (5) M3(OH)7; (6) MOH; (7) M2(OH)2; (8) M3(OH)4; (9) M3(OH)5; (10)
L; (11) MLH; (12) MLH2; (13) MLOH (charge omitted for simplicity); short

ash line: outside the experimental pH range; dash dot line: ligand speciation.
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Table 5
pL50 values (Eq. (2)) for UO2

2+–carboxylate systems at different pH values and
t = 25 ◦C

L pL50

pH 5.0 pH 7.0 pH 8.1

ac 2.41 2.50 2.28
ox 5.92 6.44 6.74
mal 4.90 4.15 2.98
suc 3.29 2.73 –a

aze 3.15 2.71 –a

tca 3.86 3.34 –a

btc 4.52 5.99 5.40
m

1
a
U
v
(
a
(
d
p
a
t
a
s
i
h
b
w
o
m
b
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f seawater, in order to have information about the speciation
f the system here investigated in this natural water.

.3. Sequestering ability of polycarboxylates towards
ioxouranium(VI)

In previous papers [38,39], we proposed a Boltzman type
quation able to define the sequestering ability of a ligand
owards a metal by means of a function of the sum of for-
ation percentages of all metal–ligand complexes, �(%), vs.

L, where pL ≡ −log [L]tot ([L]tot is the total ligand concentra-
ion). This function is assimilable to a sigmoid curve (or a dose
esponse curve) with asymptotes of 100 for pL → −∞ and 0 for
L → +∞:

(%) = 100

[
1

1 + exp [(pL− pL50)]/S
− 1

]
(2)

here pL50 and S are empirical parameters. In particular, pL50
epresents the ligand concentration necessary to sequester 50%
f metal ion; therefore this parameter can be used as a measure
f the sequestering abilities of different ligands. The param-
ter S is a measure of the slope in the flex of the function
(%) vs. pL, and it not influences the model. In order to

vidence the different sequestering ability of carboxylic lig-
nds towards UO2

2+, we calculated the pL50 values for each
ranyl–polycarboxylate system by means of the function �(%)
s. pL in the experimental conditions: CUO2

2+ = 10−9mol L−1

trace) and pL ranging from 2 to 9. This function is shown in
ig. 3 for ac, ox, suc, tca, btc and mlt, at pH 5.0; in these experi-
ental conditions we obtained for S, taking into account all the

ranyl–polycarboxylate systems, a mean value of 0.42 ± 0.01.
n order to complete the picture on the sequestering ability of
olycarboxylates towards UO2

2+, the pL50 values were also
alculated at pH 7.0 and 8.1 (mean pH value of seawater).
he results are reported in Table 5. The influence of pH on
he sequestering ability of ligands towards UO2
2+ is shown in

ig. 4 where as example, the sum of percentage of metal–ligand
pecies vs. pL is drawn for UO2

2+–btc system at three differ-
nt pH values (namely: pH 5.0, 7.0 and 8.1) and CUO2

2+ =

ig. 3. Sum of percentages of metal–ligand species (for the UO2
2+–ac, ox, suc,

ca, btc and mlt systems) vs. pL at pH 5.0. Conditions: I = 0.5 mol L−1 (NaClaq),

UO2
2+ = 1 × 10−9 mol L−1 (trace), t = 25 ◦C. Symbols: (+) ac; ( ) ox; (�) suc;

�) tca; (©) btc; (�) mlt.

i

(
i

F
b
C
7

lt 5.75 6.35 6.51

a pL50 have not been calculated owing to the low �(%) value.

0−9mol L−1 (trace). As can be seen, at pH 5.0 (pL50 = 4.52)
greater btc concentration is necessary to sequester 50% of
O2

2+, owing to the proton interference, whilst the lower pL50
alue at pH 8.1 (pL50 = 5.40), with respect to the one at pH 7.0
pL50 = 5.99), is due to the fact that at this pH, an high percent-
ge of uranyl is present as hydrolytic species (UO2)3(OH)7

−
see Figs. 1 and 2). The trends observed also depend on the
ifferent uranyl–polycarboxylate speciation models. For exam-
le, we observed for ox and mlt an increasing sequestering
bility (fairly linear) with pH owing to the formation of some
ernary hydrolytic species that reach high formation percentages
t pH > 7. For suc, aze and tca at pH 8.1, the UO2

2+ percentage
equestered by ligands is <10%, probably because in this exper-
mental condition uranyl is mainly present as (UO2)3(OH)7

−
ydrolytic species. The pL50 values calculated at pH 8.1 must
e considered rough values, because the metal–ligand speciation
as studied up to pH lower than 8.1 (pH ≈ 7–7.50), to exception
f the oxalate that has been studied up to pH 8.5, owing to the for-
ation of solid phase. Nevertheless, the pL50 values obtained can

e indicative of the sequestering ability of the different ligands

n a natural system such as seawater.

If we consider the carboxylates belonging to the series
CH)n–(COOH)n (ac, suc, tca, btc and mlt) pL50 value (Table 5)
ncreases increasing the number of carboxylate groups. The

ig. 4. Sum of percentages of metal–ligand species (for the UO2
2+–1,2,3,4-

utanetetracarboxylate system) vs. pL in NaClaq at I = 0.5 mol L−1 and t = 25 ◦C.
oncentration:CUO2

2+ = 1 × 10−9 mol L−1 (trace). Symbol: (�) pH 5.0; (©) pH
.0; (�) pH 8.1.
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Fig. 5. Correlation between pL50 and the charge of anions (z = charge), at pH
5.0. z = 1: ac; z = 2: suc; z = 3: tca; z = 4: btc; z = 6: mlt.

d
s
a
p
d
c
a
(
t
f
v
c
l
(
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Table A.1
SIT (Eq. (A.2)) and Pitzer (Eqs. (A.5)–(A.13)) parameters for the hydrolysis of dioxo

Interaction εa

UO2
2+, Cl− 0.25

UO2(OH)+, Cl− 0.46
(UO2)2(OH)2

2+, Cl− 0.30
(UO2)3(OH)4

2+, Cl− −0.04
(UO2)3(OH)5

+, Cl− 0.06
(UO2)3(OH)7

−, Na+ −0.48

a Ref. [35].
b Ref. [32].

Table A.2
SIT (Eq. (A.2)) and Pitzer (Eqs. (A.5)–(A.13)) parameters for the protonation of poly

Interaction ε σfit
a

(ac)−, Na+ 0.156c

(mal)2−, Na+ 0.219 ± 0.007d 0.035
(mal)H−, Na+ 0.198 ± 0.006 0.038

(suc)2−, Na+ 0.273 ± 0.001 0.014
(suc)H−, Na+ 0.190 ± 0.001 0.010

(aze)2−, Na+ 0.295 ± 0.006 0.054
(aze)H−, Na+ 0.177 ± 0.004 0.033

(tca)3−, Na+ 0.275f

(tca)H2−, Na+ 0.216f

(tca)H2
−, Na+ 0.119f

(btc)4−, Na+ 0.298 ± 0.017 0.079
(btc)H3−, Na+ 0.238 ± 0.012 0.040
(btc)H2

2−, Na+ 0.188 ± 0.010 0.019
(btc)H3

−, Na+ 0.127 ± 0.006 0.033

(mlt)6−, Na+ 0.336g

(mlt)H5−, Na+ 0.341g

(mlt)H2
4−, Na+ 0.344g

(mlt)H3
3−, Na+ 0.348g

(mlt)H4
2−, Na+ 0.273g

(mlt)H5
−, Na+ 0.234g

a S.D. on the fit of Eq. (A.2).
b S.D. on the fit of Eqs. (A.5)–(A.13).
c Ref. [14].
d ±S.D.
e Ref. [52].
f Ref. [38].
g Ref. [39].
5 (2008) 775–785 781

ependence of sequestering ability on the charge of anion is
hown in Fig. 5, where the relation pL50 vs. |z| (z = charge of
nion) from acetate to 1,2,3,4,5,6-benzenehexacarboxylate, is
lotted at pH 5.0. From Fig. 5, we observed a linear depen-
ence between these two parameters with a linear correlation
oefficient R = 0.9991 and a standard deviation of 0.064. An
nalogous correlation is observed for the formation constants
infinite dilution) of the UO2L species (L = ac [35]; suc [36];
ca [38]; btc; mlt [39]) and |z|; in this case we observed a
airly linear fit with a standard deviation of 0.42. This higher
alues of standard deviation is due to the fact that when we

onsider this last correlation, the sequestering ability of the
igands is expressed taking into account only a single species
UO2L in this case), whilst if we consider the pL50 value
he sequestering ability is quantitatively expressed taking into

uranium(VI), at t = 25 ◦C

β
(0)b β(1)b

0.5689 0.5785
0.4291 2.1173
0.06649 2.2839
0.07369 1.2522

−0.5798 1.0034

carboxylic ligands in NaCl at t = 25 ◦C

β
(0)

β
(1) σfit

b

0.0924 ± 0.0004d 0.351 ± 0.001d 0.0007

0.191 ± 0.004 1.618 ± 0.019 0.026
0.113 ± 0.003 0.727 ± 0.016 0.020

0.261 ± 0.001 1.622 ± 0.008 0.015
0.147 ± 0.001 0.451 ± 0.007 0.006

0.425e 1.643e

0.23e 0.185e

0.36f 3.40f

0.23f 1.53f

0.11f 0.40f

0.533 ± 0.040 5.776 ± 0.115 0.002
0.271 ± 0.037 3.437 ± 0.105 0.011
0.257 ± 0.011 1.369 ± 0.034 0.001
0.134 ± 0.008 0.348 ± 0.023 0.001

0.726 ± 0.013 13.98 ± 0.04 0.007
0.544 ± 0.015 9.881 ± 0.042 0.010
0.354 ± 0.016 6.651 ± 0.044 0.011
0.243 ± 0.016 4.086 ± 0.044 0.014
0.147 ± 0.017 2.029 ± 0.047 0.021
0.084 ± 0.018 0.907 ± 0.050 0.025
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Table A.3
SIT (Eq. (A.2)) parameters of UO2

2+–polycarboxylate species in NaCl at
t = 25 ◦C

Interaction ε km σfit
a

acb

ML+, Cl− 0.01
ML2

0, NaCl 0.41
ML3

−, Na+ 0.07
ML3OH2−, Na+ 0.45

malc

ML0, NaCl 0.186
ML2

2−, Na+ 0.436
M2L2(OH)2

2−, Na+ 0.939

succ

ML0, NaCl 0.033
ML2

2−, Na+ 0.322
ML2H−, Na+ −0.386
M2L2(OH)2

2−, Na+ −0.628

azec

ML0, NaCl −0.064
ML2

2−, Na+ 0.002
MLH+, Cl− −0.052
M2L2

0, NaCl −0.223
M2L(OH)2

0 −0.052

oxd

ML0, NaCl 0.163
ML2

2−, Na+ 0.335
ML3

4−, Na+ 0.317
MLOH−, Na+ 0.648
ML(OH)2

2−, Na+ 1.015
ML2OH3−, Na+ 0.720
ML3OH5−, Na+ −1.037
ML3H3−, Na+ 0.091
M2L5

6−, Na+ −1.734

tcae

ML−, Na+ −0.305
ML2

4−, Na+ −0.204
MLH0, NaCl 0.340
ML2H3−, Na+ 1.274

btc
ML2−, Na+ −0.043 ± 0.031f 0.053
MLH−, Na+ −0.051 ± 0.011 0.034
MLH2

0, NaCl 0.173 ± 0.038f 0.049
MLOH3−, Na+ 0.440 ± 0.034f 0.057

a S.D. on the fit of Eq. (A.2).
b Ref. [35].
c Ref. [36].

a
i
t
s
a

t
V
c
t

Table A.4
SIT parameters of UO2

2+–btc and mlt species in NaCl at t = 25 ◦C, calculated
from Eq. (A.4)

Interaction ε0 ε∞ σfit
a

btc
ML2−, Na+ −0.140±0.026b 0.036±0.021b 0.045
MLH−, Na+ 0.052±0.012 −0.141±0.006 0.026
MLH2

0, NaCl −0.02±0.022 0.341±0.020 0.040
MLOH3−, Na+ 0.898±0.022 0.043±0.017 0.032

mltc

ML4−, Na+ 0.781 −1.978
MLH3−, Na+ 0.888 −1.491
MLH2

2−, Na+ 1.823 −0.598
MLH3

−, Na+ 3.131 −1.702
M2L2−, Na+ 2.139 −2.013
MLOH5−, Na+ 0.505 −1.156
ML(OH)2

6−, Na+ 0.375 −0.910

o
p
n
i
[

A

A

c
s

l

w
T

n
e
s
c
i
P
L

c

l

a

d Ref. [37] (calculated at I = 1.02 mol kg−1).
e Ref. [38].
f ±S.D.

ccount all the metal–ligand species. The knowledge of pL50
s essential, because it give a measure of the effective seques-
ering ability of ligands in different experimental conditions,
uch as ionic strength, pH, metal–ligand concentration, temper-
ture.

Nevertheless, sequestering abilities of carboxylate ligands

owards UO2

2+ do not depend only on the ligand charge.
alues of Table 5 evidence that a low molecular weight
arboxylic ligand such as oxalate (charge −2) has a seques-
ering ability towards UO2

2+ of the same order of magnitude

l

w
t

a S.D. on the fit of Eq. (A.4).
b ±S.D.
c Ref. [39].

f that presented from mellitate (charge −6). In this case
robably other factors play an important role such as the
umber of chelate rings or the charge density of the polyan-
ons, as pointed out in Section 1, and in a previous work
39].
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ppendix A. Dependence on ionic strength

The stoichiometric formation constants of UO2
2+–poly-

arboxylates species, can be expressed by (charges omitted for
implicity):

og βpqr = log Tβpqr + p log γUO2

+ q log γL + r log γH − log γ(UO2)pLqHr (A.1)

here γ i is the activity coefficient of the i-th component and
βpqr is the formation constant at infinite dilution. The determi-
ation of thermodynamic formation constants requires a suitable
quation for the dependence of activity coefficients on ionic
trength. In this work, the dependence of molal protonation
onstants and UO2

2+–polycarboxylates formation constants on
onic strength was investigated by means of SIT [41,42] and
itzer approaches [43,44]; calculations were carried out by using
IANA computer program [45].

According to the SIT equation [41,42], the activity coeffi-
ients of a cation or an anion can be expressed as

og γ = −z2 AI1/2

1 + 1.5I1/2 +
∑

εmi (A.2)

nd for a neutral species:
og γ = km I (A.3)

here ε is the interaction coefficient and the sum is extended
o the interactions between the ion under examination and all
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Table A.5
Pitzer (Eqs. (A.5)–(A.13)) parameters of UO2

2+–polycarboxylate species in NaCl at t = 25 ◦C

Interaction β(0) β(1) λ σfit
a

ac
ML+, Cl− 0.45 ± 0.01b −0.65 ± 0.03b – 0.024
ML2

0, NaCl – – −0.43 ± 0.02b 0.056
ML3

−, Na+ 0.37 ± 0.01 −0.37 ± 0.04 – 0.021
ML3OH2−, Na+ 0.24 ± 0.01 2.18 ± 0.03 – 0.013

mal
ML0, NaCl – – 0.329 ± 0.007 0.020
ML2

2−, Na+ 0.698 ± 0.001 2.262 ± 0.003 – 0.001
M2L2(OH)2

2−, Na+ 1.324 ± 0.001 2.713 ± 0.001 – 0.001

suc
ML0, NaCl – – 0.140 ± 0.004 0.022
ML2

2−, Na+ 0.497 ± 0.001 2.288 ± 0.004 – 0.001
ML2H−, Na+ −0.381 ± 0.002 1.198 ± 0.005 – 0.003
M2L2(OH)2

2−, Na+ −0.698 ± 0.002 2.640 ± 0.004 – 0.002

aze
ML0, NaCl – – 0.238 ± 0.001 0.002
ML2

2−, Na+ 0.270 ± 0.001 2.390 ± 0.002 – 0.001
MLH+, Cl− 0.0777 ± 0.0004 0.998 ± 0.002 – 0.001
M2L2

0, NaCl – – 0.335 ± 0.002 0.003
M2L(OH)2

0, NaCl – – 0.293 ± 0.004 0.015

tcac

ML−, Na+ −0.63 1.25 –
ML2

4−, Na+ −0.17 6.3 –
MLH0, NaCl – – 0.55
ML2H3−, Na+ 0.38 7.1 –

btc
ML2−, Na+ −0.35 ± 0.02 2.38 ± 0.05 – 0.070
MLH−, Na+ −0.10 ± 0.01 0.79 ± 0.03 – 0.038
MLH2

0, NaCl – – 0.459 ± 0.002 0.067
MLOH3−, Na+ 0.87 ± 0.01 2.39 ± 0.04 – 0.042

mlt
ML4−, Na+ 0.21 ± 0.01 3.47 ± 0.04 – 0.027
MLH3−, Na+ 0.22 ± 0.03 2.00 ± 0.08 – 0.057
MLH2

2−, Na+ 1.47 ± 0.03 −0.28 ± 0.08 – 0.051
MLH3

−, Na+ 2.67 ± 0.04 −4.75 ± 0.05 – 0.048
M2L2−, Na+ 1.06 ± 0.02 −1.89 ± 0.06 – 0.053
MLOH5−, Na+ 0.27 ± 0.01 8.28 ± 0.04 – 0.020
ML(OH)2

6−, Na+ 0.61 ± 0.03 12.21 ± 0.08 – 0.030

t
S
u
t
a

ε

w
t
p

[
b

c

l

f

l

a S.D. on the fit of Eqs. (A.5)–(A.13).
b ±S.D.
c Ref. [38].

he ions i of opposite charge at the molality mi, while km is the
etschenow coefficient for neutral species. Recently [47–52], we
sed a modified version of the SIT equation, in which interac-
ion coefficients ε are not constant but depend on ionic strength
ccording to the simple relationship:

= ε∞ + ε0 − ε∞
I + 1

(A.4)

here ε0 and ε∞ are the values of ε at I → 0 and I → ∞, respec-
ively. The goodness of this model was widely tested in previous

apers [47–52].

According to specific interaction theory, the Pitzer equation
43,44] estimates activity coefficients in terms of interactions
etween ions. In the presence of a 1:1 salt MX, the activity

a

l

oefficients of Eq. (A.1) are given for a cationic species by

n γc = z2
cf

γ + 2I(BcX + ICcX)

+I2(z2
cB

′
cX + zcCcX) + I(2θcM + IψcMX) (A.5)

or an anionic species by

n γa = z2
af

γ + 2I(BMa + ICMa) + I2(z2
aB

′
MX

+zaCMX) + I(2θaX + IψaMX) (A.6)
nd for neutral species by

n γ = 2λI (A.7)
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here I is the ionic strength in the molal concentration scale,
nd

ca = β(0)
ca + β

(1)
ca

2I
f1 (A.8)

′
ca = β

(1)
ca

2I2 f2 (A.9)

ca = C
(φ)
ca

2|zcza|1/2 (A.10)

γ = −Aφ[I 1/2(1 + 1.2I1/2)
−1 + 1.667 ln (1 + 1.2I1/2)]

(A.11)

1 = 1 − (1 + 2I1/2) exp (−2I1/2) (A.12)

2 = −1 + (1 + 2I1/2 + 2I) exp (−2I1/2) (A.13)

ith c and a generic cation and anion, respectively, β(0), β(1)

nd C(φ) interaction parameters between two ions of opposite
ign, θ interaction parameter between two ions of the same sign
+ +, − − interactions), ψ triplet interaction parameter (+ −
, − + −) and λ interaction parameter of neutral species; Aφ

s the Debye–Hückel coefficient (Aφ = 0.3912 at t = 25 ◦C). At
< 3 mol kg−1, θ and ψ parameters can generally be neglected.

Calculations were performed by using molal formation con-
tants. The conversion from molar to molal concentration scale
as obtained following procedures already proposed [50]. In
ables A.1 and A.2 SIT and Pitzer interaction parameters for
ydrolysis of UO2

2+ and for polycarboxylate protonations are
eported. As interaction parameter of the neutral species the
stimated values km = 0.150 and λ= 0.173 [52] were used for
ll polycarboxylates, but for acetate (km = 0.054 and λ= 0.062
35]). In the SIT equations, we used as interaction coefficients
f HCl values already published (ε= 0.11 [47]). In the Pitzer
quations, we took into account the interactions between ion
f opposite sign (β(0) and β(1)). Since the measurements were
ade up to I = 1.0 mol L−1, other higher terms were neglected, as
ell as the quadratic term Cφ, except for azelate (Cφ = −0.0253

nd 0.00093 for (aze)2−, Na+ and (aze)H−, Na+ interactions,
espectively [52]).

SIT and Pitzer parameters for UO2
2+–polycarboxylate sys-

ems are reported in Tables A.3–A.5. By using one parameters
IT equation (Eq. (A.2)), good fit was obtained for most of sys-

ems, but the use of Eq. (A.4) is necessary when the charge of
nteraction ions is high such as for btc(4−) and mlt(6−) (see
able A.4). In this case we used as interaction coefficients of
Cl ε∞ = 0.136 and ε0 = 0.0848 [47].
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bstract

Rapid developments in wireless communications are opening up opportunities for new ways to perform many types of analytical measurements

hat up to now have been restricted in scope due to the need to have access to centralised facilities. This paper will address both the potential for
ew applications and the challenges that currently inhibit more widespread integration of wireless communications with autonomous sensors and
nalytical devices. Key issues are identified and strategies for closer integration of analytical information and wireless communications systems
iscussed.
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. Introduction

.1. General background

Analytical instruments are becoming ever more automated,
ith many sophisticated features such as sampling, sample
rocessing, calibration, data generation, and reporting/results
nalysis controlled by the instrument. Increasingly, operators
an control instruments remotely, for example to change or
odify the selected method, or to obtain results and reports.
ver the past 20 years or so, the concept of �TAS or lab-on-

-chip (LOAC) has evolved, through which it is envisaged that
any of these features could be replicated on a microscaled

quivalent to bench instruments [1]. The key building block of
hese devices from the analytical perspective is the microflu-
dic manifold, through which samples are accessed, reagents
dded, measurements made, and calibration performed [2]. In its
ltimate manifestation, �TAS/LOAC provides a route to the gen-
ration of micro-dimensioned analytical instruments that could
e deployed remotely, and operate autonomously over relatively

ong periods of time (years) [3,4].

In parallel, the area of wireless communications has also
een evolving towards devices that are increasingly smaller and
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E-mail address: dermot.diamond@dcu.ie (D. Diamond).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.11.022
Personal health; Wearable sensors

apable of long-term operation. The availability of low power,
eliable wireless communications platforms that can be linked to
ensors and analytical devices is an attractive proposition. These
evices, known as ‘Motes’ offer features like adhoc network-
ng, wireless communications, signal acquisition and processing
nd battery power [5]. The integration of sensing and wire-
ess networking capabilities provides the basic building block
f ‘wireless sensor networks’ (WSNs) concept, which envisages
arge numbers of autonomous sensors working collaboratively to

onitor specific target parameters. In its ultimate manifestation,
his happens at ‘internet-scale’ with sensors functioning as nodes
n local-area networks that are themselves linked into wide-area
etworks, through existing communications infrastructure [6].
hese dynamic sensor data streams are fed through to web-based

ntegration hubs that aggregate diverse sources, identify and
lassify significant events, and feed personalised information
ack to the relevant destination (individuals, specialists, groups,
ompanies, agencies, etc.).

However, despite the obvious needs and opportunities that
xist in areas like environmental and personal health monitoring,
ntegration of analytical sensing (e.g. with chemo/biosensors)
nd mote-based wireless communications has not really hap-
ened [7]. High profile deployments of mote-based sensor

etworks have employed almost entirely relatively simple sen-
ors for temperature, light density, vibration, and so on [8]. For
n excellent review of the issues and opportunities related to
ow-power wireless sensor networks, see Ref. [9].
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It is now clear that without the capability of long-term (years)
utonomous operation, even rather modest deployments are not
easible. Not surprisingly, significant effort has been directed
t developing routes to enable motes to operate indefinitely in
erms of power by scavenging from local sources [10]. A recent
xample is a deployment comprising 557 solar-powered motes,
even gateway nodes, and a root server covering an outdoor test-
ed area of approximately 50,000 square meters which was in
ontinuous operation during the last 4 months of 2005. How-
ver, the authors mention that taking the deployment outside
ontrolled laboratory conditions gave rise to significant issues
ith respect to networking protocols and system management

ools that could not be predicted on the basis of extrapolation
rom smaller laboratory deployments [11].

Clearly there are considerable issues in terms of the support-
ng infrastructure to enable large-scale wireless sensor network
eployments involving many thousands of devices, and this
s without the added complexity of chemo/bio-sensing lay-
red on top. However, the integration of chemo/bio-information
ith other networked information is intuitively an attractive
roposition with tremendous market potential in environmen-
al sensing, threat detection and personal health monitoring.
urrently, in situations where access to real-time chemo/bio

nformation from distributed sources is critical, very sophisti-
ated platforms are the norm. One example is rapid detection
f the release of chemo/bio warfare agents in crowded locations
uch as subways and metros. In the USA, a system known as
PROTECT’ has been installed in a number of locations includ-
ng Grand Central Terminal and Penn Station. Each sensor unit
osts $15,000–$25,000, with the Penn Station deployment cost-
ng $1.5 million plus maintenance costs of $1.7 million over 3
ears [12]. Clearly, distributed real-time chemo/bio sensing is
ossible, but at a huge price for relatively small deployments.
nterest is growing rapidly, and coupled with the importance of
limate change, it is not surprising that large-scale projects that
eek to develop distributed sensor networks for environmental
onitoring have begun to appear, such as the Beacon Institute, a

oint initiative between IBM, State and Federal Agencies, Uni-
ersities and local communities to instrument the Hudson river
13].

Clearly there is a growing demand for low-cost, low main-
enance chemo/bio sensing devices that can be integrated with

ote-type communications platforms to provide the basic build-
ng blocks of more widely distributed sensor networks. The
nalytical community has much to offer in terms of making
his integration happen, although clearly this will not be easy,
s chemo/bio-sensor technology will also have to mature signif-
cantly before significant progress can be made. And while we
re still a considerable distance away from low cost, reliable,
elf-sustaining chemo/bio-sensing devices, there are grounds
or optimism. In this paper, we will outline the current status
f autonomous chemical sensing platforms and discuss per-
ormance characteristics and strategies for realising low cost

evices that could play a role in future wireless (chemical)
ensor networks. We also describe one route to low-cost chem-
cal sensing using very simple coated LEDs that we have
nvestigated, and applied to the detection of gas plumes. Even

(
a
m
p
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ith small numbers of these relatively simple sensors, it is
lear that the pattern of response can provide insights into
lume source detection, as well as plume extent, direction and
elocity. Furthermore, the response pattern can also provide
degree of cross-validation, which enhances the accuracy of

ecision-making, and compensates for the lack of sophisticated
alibration at regular intervals, which is the normal operating
aradigm for autonomous chemo/bio sensing devices.

. Experimental

.1. Light emitting diode (LED) based chemo-sensors

Dye formulation consisting of Bromocresol green BCG
pKa = 4.8), ethyl cellulose, dibutyl sebacate dissolved in ethanol
as coated onto an LED by manual dip-coating (see inset,
ig. 4), as described previously [14]. This LED was reverse
iased to enable it to sense the light density passing through
he dye coating, and was illuminated by a second LED
λmax = 610 nm). The emitter LED was selected to give a strong
nteraction with the spectral changes associated with the dye
olour change [15]. In this configuration, the dye coating serves
s a chemo-responsive filter that modulates the light density
eaching the reverse-biased LED. The light density was mon-
tored using an in-house designed circuit that measures the
hoto-current through the time taken to discharge of a fixed
apacitive voltage (5 V) as described elsewhere [16–21]. The
ntire device costs ca. $1 and is capable of very sensitive mea-
urements due to the integrating nature of the measurement. The
utput signal from the LED sensor was passed to a Mica2dot
ote (MPR500), which transmitted the signals to a remote

asestation which was a MICA2 series (MPR400) mote attached
o a laptop. The motes were obtained from Crossbow Technolo-
ies (San Jose, California).

.2. Conductometric sensors based on carbon black
olymer composite

Carbon-polymer inks were made up with carbon black
icroparticles (∼5–20 �m) and a polymer substrate dissolved

n appropriate organic solvents. The ink was then coated onto
creen-printed electrodes Ag/AgCl by either spin-coating or
anually by using a brush. The final conductivity of the sensors
as around 45 k�.
Silver-carbon ink based electrodes were fabricated using a

EK 247 semi-automatic screen-printing machine (DEK, UK).
he ink used was a Du Pont 5075 silver-carbon ink and was used
s received. Printing was carried out on 100 �m PET substrates,
re-baked for 3 h at 90 ◦C and washed with water, to prevent
hrinkage at the curing stage. The composite sensor paste was
repared using a polymer base (PIB, 1 g dissolved in 100 mL
yclohexane) to which carbon black was added (graphite power,
ldrich, Dublin, used as received). Ten microliters of the 1%
m/v) stock polymer solution was transferred to a sample vial
nd 0.1 g of carbon black added to give a 1:1 polymer-carbon
ass ratio in the sample. The mixture was stirred at room tem-

erature as the solvent evaporated until a thick paste formed. A
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ithographic coating technique was used to produce a polymer
lm of uniform thickness of ca. 5–20 �m across the gap on the
ensor. This was done by applying a mask, made of PET sub-
trate, over the sensor and painting the polymer film across by
sing a brush, and then allowing the solvent to evaporate before
emoving the mask. The substrate was cured post-printing for
0 min at 100 ◦C.

.3. Sensing foam for ‘smart insole’

The pressure response foam inserts were generated by
epositing polypyrrole on polyeuthethane (PU) foam (Foam
ngineers Ltd., England) substrates and integrated with the
xercise trainer insole, electrical connections and wireless
ommunications as described previously [22,23]. Samples of
pproximately 2 cm × 1 cm × 1 cm were cut from this material
nd positioned into each insole prototype.

The wireless communications platform used was based on
rossbow Motes as for the LED sensors mentioned above. Sig-
als from the foam sensors were integrated into simple voltage
ivider circuits. The voltage outputs from the sensors were
assed into separate 10-bit ADC channels on the mote plat-
orm. The ADC values were recorded for each trial and relayed
o the base station for observation and processing. A Mica2Dot
MPR500) mote was used as the wearable sensor mote and a

ICA2 series (MPR400) mote attached to a laptop functioned
s the base-station.

. Results and discussion
.1.1. Field deployable analysers

Fig. 1 shows a typical conventional field deployable chemi-
al sensing system or remote analyser that basically automates

ig. 1. Typical field deployable chemical sensing system showing (A) tough
rotective case, (B) sampling port, (C) reagents and waste storage, (D) electron-
cs and (E) microfluidics manifold and optical detector housing. This particular
ystem is configured to monitor dissolved phosphate using the yellow method.
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ll aspects of an analytical measurement within a reasonably
ompact, robust container. In this case, the device is configured
o monitor phosphate levels in water (lakes, rivers, treatment
lant outlets, etc.) but the design considerations are generic and
pply to any autonomous analytical device. It contains reagent
eservoirs, waste storage, sampling port (filter), a microfluidic
anifold, LED-based optical detection, solenoid valves, fluid

ontrol, electronics, GPS location tracking system and GSM
ireless communications [24].
With reagent based systems, issues related to changes in sen-

or surface characteristics, for example, through biofouling or
eaching of active components into the sample, are avoided. The
ample is drawn into the microfluidics manifold via a filtered
ampling port, where it is mixed with an appropriate reagent
nd a reaction occurs leading, in this case, to the formation of
coloured product which is detected by an integrated optical

etector. The reagent used depends on the analyte, and ide-
lly the analyte-reagent reaction produces a highly coloured
roduct with a large extinction coefficient at a wavelength that
atches the emission waveband of the LED, as this allows

ensitive and selective measurements to be made with rela-
ively low power consumption. Using a microfluidic manifold
llows the sample and reagent volumes required to be drastically
educed, and this, coupled with low power demand, opens the
ay to producing field-deployable analytical instruments that

an operate autonomously for long periods of time (weeks to
onths).
However, even these relatively sophisticated devices are sub-

ect to signal drift as illustrated in Fig. 2, which shows the
erformance of this relatively sophisticated device during a 3-
eek field trial at a waste water treatment plant outlet. Initially

here is a reasonably good correlation between the prototype
hosphate analyser, and reference data generated by the plant
onitoring system. However, by the third week, a significant

ias between the analyser and the reference data is apparent,
hich is most likely due to the gradual coating of the optical sen-

or flow cell in the phosphate analyzer, as it can be completely
lleviated by a combination of cleaning cycles and calibration,
nabling the system to be used reliably for many months. The
ystem contains enough reagent for 12 months operation and is
ompletely self-sufficient in terms of power consumption and
upply. Power is obtained from a lead acid cell which is charged
y an external solar panel (10 W solar array, from SunWize Tech-
ologies Inc., Kingston, New York). Battery power alone allows
or over 6 months operation based on a sampling frequency of 4
er day, with data download once daily via GSM modem. The
olar panel theoretically allows for indefinite operation of the
ystem assuming just over 2 h sunlight per day. However, the
ctual operation lifetime can be greatly reduced by increasing
he transmission frequency. The achievement of this reliability
equires a sophisticated device incorporating pumps, liquid han-
ling, storage of reagents, and waste. Wireless communications
s via GSM text messages which enable remote control of the

perating parameters (e.g. sampling rate) as well as transmis-
ion of analytical data. This results in a platform that is relatively
xpensive (ca. D 2–10 K typically) and therefore is not suitable
or very large-scale deployments.
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Fig. 2. (Top) Results obtained with the system shown in Fig. 1 over a 3-week
deployment at a waste water treatment plant. Reference measurements from the
plant phosphate monitoring system data are also shown for comparison. (Middle)
Close up of the data over the initial 7 days showing reasonably good correlation
between the sensor and the plant monitoring system data. (Bottom) Close up of
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he final 5 days of the trial showing the emergence of a systematic bias between
he two methods, with the sensor signal now clearly indicating higher levels than
he plant monitoring system.

However, for most environmental applications involving
ater and air quality monitoring, the distances between sam-
ling locations can be relatively large (km) and platforms similar
o this are probably suitable for most current needs, but they
o require a certain level of maintenance (e.g. reagent changes,
aste collection, general repairs) and therefore cannot be consid-

red by very large scale deployments involving many thousands
r millions of devices.

.1.2. Matching of hierarchies

Within the world of sensors, it is possible to construct a
ierarchy of devices that ranges from very simple, low cost

hysical/chemical transducers like thermistors, vibration detec-
ors, photodiodes or pregnancy test strips to the much more
ophisticated and complex sensing systems described above.
n the near future, sensor networks will be heterogeneous in

r
c

r
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ature, constructed from layers of sensing devices of similar
omplexity, with a matched level of sophistication in the com-
unications environment [6]. At the lowest level of complexity
ill be the most densely deployed devices consisting of rela-

ively simple sensors linked to a wireless platform of limited
apability. These will feed information through to more sophis-
icated levels of sensing that are more expensive to deploy and

aintain, and therefore less densely distributed. This informa-
ion will be used to provide early warning of events, and will be
sed to modify the operating characteristics of the more sophis-
icated devices (e.g. wake up, or sample more often), and the
ata from the more sophisticated layers will provide much more
eliable information that will be used to confirm the early indi-
ators emerging from the less sophisticated layer. Motes are one
uilding block for these more densely distributed layers, but
s described above, deployments of these devices are still rela-
ively small (hundreds typically at the large end) and there are
till considerable difficulties in optimising the power consump-
ion/supply and communications capabilities (distance typically
p to 100 m, bandwidth typically several kHz) of these devices.
owever, they do offer a wireless communications platform on
hich to place sensors, and begin to explore the attractive area of
ervasive chemical/biosensors. What is needed is access to very
ow cost, relatively unsophisticated chemo/bio-sensing devices
hat match the complexity of the communication platform. A
ey question is whether, niche applications can be identified
ith constraints that may provide early wins for researches. For

xample, applications that do not require communications over
ong distances (limited to a few metres) and involve only rel-
tively short term deployments (hours, days)? In the following
ections, we will attempt to chart a way forward through these
ssues.

.2. Low-cost chemosensing platforms

It is relatively easy to build low cost chemo-sensing devices,
oth electrochemical and optical. For example, Fig. 3 shows
n example of a simple screen printed chemoresistor that can
e used to detect various gas phase analytes, at a cost of less
han one cent per device. A sensitive response to the presence of
thyl acetate is evident in this case. These days electrochemical
ensors are mass produced for clinical diagnostics (e.g. blood
lectrolyte profiling, blood glucose monitoring), but these are
ssentially single shot devices design to be used once and then
iscarded. Nevertheless, very low cost electrochemical sensors
an be produced and could in principle be linked to a mote
latform for remote deployment.

Similarly, low cost optical sensors can also be generated.
ig. 4 shows the response to changes in gas phase pH obtained
ith a pH-responsive dye coated onto a reverse biased LED

functions as a very low cost photodiode). The signal is obtained
y integrating the time over which a capacitance is discharged by
he photocurrent generated by light passing through the chemo-

esponsive dye. As the dye changes colour, the discharge time
hanges and this can be related to the pH of the sample.

But can such low-cost chemosensors be used in a collabo-
ative manner to compensate for a lower levels of reliability in
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Fig. 3. Low cost screen printed carbon black gas sensors. Top (Left): Design of
the sensors with electrical contact pads at the top and sensing area highlighted.
Top (Right): Close up of the sensing region of the device illustrating the gap
between the electrodes over which the sensing polymer is deposited. (Bottom)
Calibration curve of the device response to ethyl acetate and (inset) the dynamic
responses obtained to additions of the sample from which the calibration curve
was constructed.

Fig. 4. Low cost optical sensors based on bromocresol green coated LEDs.
(Top) Response of reverse biased LEDs coated with BCG showing the response
to samples spanning the range pH 2–7. There is a clear inflection as expected
and from the 1st derivative plot (shown) the pKa is estimated to be 4.85 which is
close to the literature value of 4.8. The response is based on changes in the dye
colour due to pH changes (Inset). This modulates the photocurrent generated by
the LED which is detected through variations in the discharge time of a capacitor.
(Bottom) Examples of responses obtained with the coated LED sensor showing
very stable baseline, coupled with a very rapid and sensitive response. LODs in
the nano-molar region can be routinely achieved with this device.

Fig. 5. Comparison of single sensor vs. multisensor information content. Sen-
sors were coated LEDs as shown in Fig. 4. Five sensors were distributed in an
environmental chamber along the path of an acid plume which was added at
time = 140 s, numbered in order of distance from the plume source 1–5. (Top)
Signal from sensor 4. A feature appears to be present over the time 200–500 s,
but it is difficult to make a definitive conclusion. (Bottom) The sensor output can
be understood more clearly when viewed in context with signals from neigh-
bouring sensors. Sensors 1 and 2 (closest to the plume source) have very definite
responses beginning around 150 s. Sensor 3 also shows a definite response but
less so than 1 and 2, indicating that the plume is dispersing along its path of
p
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ropagation. Sensor 4 can now be seen to continue this trend, reinforcing the
onclusion that a plume is in progress and dispersing. For additional details see
ext.

he information content obtained from a single device compared
ay to the phosphate analyser described above? The indications
re that they can. Fig. 5 (top) shows the response of a single dye
oated LED sensor which suggests there is a possible ‘event’
appening over the period 200–400 s. However, it is difficult
o make a definitive decision about this, as the variation could
e due to baseline drift. The traditional approach would be to
ecalibrate the device and check for baseline drift before making
judgement. However, in this case, we are able to observe and

ompare to the output of similar sensors in nearby locations, and
he conclusion is very definite that there is a real event occur-
ing which began at around 240–250 s. There is a progressive
ignal delay and also decrease in signal strength from sensors 1
o sensor 5, which indicates the direction of plume movement
14].

Even from this relatively simple deployment of a small num-
er of sensors it is clear that reliability in decision making

s considerably enhanced by using the sensor collaboratively.
nformation about the likely source of an event, its trajectory
nd area of effect can be estimated, but perhaps most important
s the reliability in decision making (has an event happened), as
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evels of false negatives and positives must be kept to an abso-
ute minimum if this type of collaborative sensor reasoning is
o become adopted, for example, for pollution tracking, detec-
ion of hazardous fumes at industrial sites or release of chemical
arfare agents.

.3. Wearable sensors
One niche area where sensor networks are likely to make
large impact in the near future is in wearable sensors. Fig. 6

hows an example of wearable sensors incorporated into an exer-
ise trainer. The sensors are produced by coating polyurethane

ig. 6. Monitoring personal activity using wearable sensors. Left (Top): Foam
nsole of exercise trainer showing pressure sensor inserts based on functionalised
olyurethane (PU) foam. Left (bottom): Assembled shoe showing position of
ireless mote communications platform. Right (Top): Signals obtained during
alking showing a sequence of steps followed by turning movement. The phase

hift between the heel strike followed by toe enables the type of movement to
e easily identified (walking) and distinguished from turning. Right (Bottom):
attern obtained from a shuffling movement. The heel-toe phase shift is no longer
istinguishable indicating that ‘normal’ walking pattern is not happening.
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oam with a conducting polymer (polypyrrole) which enables
he modified foam to sense pressure [23,25]. In this study, the
uiding principle has been to make the wearable material the sen-
or, rather than attach sensors to the material. From the output,
t is possible to detect and classify wearer activity. For exam-
le, the number of steps, step frequency, distance moved, activity
ype (walking, shuffling, jumping, etc.) can be monitored. Using
imilar approaches it is relatively easy to monitor breathing and
eart rate and by combining these signals, an activity profile for
wearer can be built up over time, along with vital signs status.
his information can be aggregated with similar information
athered from other wearers, and the resulting data analysed in
erms of lifestyle, general wellness or early indications of dis-
ase. For example, changes in the walking profile may indicate
he onset of Parkinson’s disease, whereas breathing and heart
ate coupled with activity profile could provide a powerful tool
or tracking populations as diverse as people recovering from
ong-term illness, or optimisation of athlete performance.

Wearable sensors in some ways are an attractive option
or chemo/bio-sensing—deployments are generally short term
days at most), and the system is normally recharged by the
earer at regular intervals. However, the major issue is what

ample to analyse in order to obtain information on specific
arkers? The sample of choice is typically blood or urine, but

or wearable sensors, the sample that is probably easiest to
ccess is sweat, but relatively little is known about sweat as
diagnostic medium. Coupled with this is the lack of a wear-

ble chemo/bio-sensor platform that is comfortable to wear and
perate. However, in recent years, progress in the development
f wearable fluidic systems capable of performing tasks simi-
ar to conventional flow analysis system has begun to happen
26]. The availability of such platforms will enable sampling,
ddition of reagents and calibration to be performed in a wear-
ble format that is fully integrated with garments. Integration of
his with wearable electronics and communications systems is
lready well advanced, and these systems should be able to detect
hreatening external environments (for example, in emergency-
isaster scenarios, sensors that ‘look out’ into the environment
hrough which the wearer is moving will be important) and track
ey chemo/bio-markers (for example, sensors that ‘look in’ and
rack markers like lactate, sodium ions, and pH that are present
n an athlete’s sweat).

The area of wearable sensors will expand very rapidly over
he next 1–2 years, driven by developments like the Nike-Apple
aunch of the Nike-iPod Sport Kit which tracks the number of
teps and step frequency of the wearer using a sensor insert into a
ike trainer that communicates wirelessly to the wearer’s iPod.
his consumer product is already generating a significant user
ase, and is likely to generate rapid growth in related products
n terms of wearable sensors, and in terms of the information
nalysis tools that extract fitness/wellness information from the
earer’s personal database.
. Conclusions

The emergence of large-scale widely deployed chemo/bio-
ensing networks for environmental monitoring (air, water
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uality) will grow from the top-down, with initial activity focus-
ng on relatively sophisticated platforms deployed at relatively
arge distances (km). Clusters of these devices may be located
t particular pollution hotspots, but the realisation of a densely
eployed heterogeneous sensor network requires significant
ffort to understand the level of information content that can be
cquired from relatively dumb sensors used in a collaborative
anner. On the other hand, developments in wearable sensors
ill happen much more quickly, as issues like power main-

enance, length of deployment, communication distance and
vailability of a reliable platform infrastructure are more solv-
ble. While there are immediate niche opportunities for wearable
hemo-sensors that can detect external threats or hazards, wear-
ble chemo-sensors for personal health/wellness will require the
evelopment and integration of wearable fluid handling capabil-
ties with wearable electronics and communications.
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Special section on w

The motivation for gathering these papers together goes back
o a workshop entitled ‘Energy and Materials: Critical Issues for

ireless Sensor Networks’ which was held in Dublin City Uni-
ersity, on the 30th June 2006. Guest of honour at the meeting
as noble laureate, Prof. Alan MacDiarmid, from the University
f Pennsylvania. At the meeting, Prof. MacDiarmid spoke pas-
ionately about the need to understand more about ourselves,
nd the world we live in, and of the importance of emerging
utonomous sensor technology that will provide access to excit-
ng new sources of information about our personal health, and
ur environment.

In this collection of papers, authored by specialists from a
ariety of backgrounds, we provide some insight into the enor-
ous potential of autonomous chemo/bio-sensors devices to

mpact positively on society, and the critical challenges that
urrently inhibit large-scale adoption and deployment of these
evices.

Specifically, Joe Wang and Mark Meyerhoff examine
mplantable chemo/bio-sensors. The potential for implantable
echnology to dramatically improve peoples’ lives is evi-
enced by devices like pacemakers and artificial cochlear
mplants. They consider ways to make chemo/bio-sensing
evices fully implantable and capable of functioning for many
ears. Mark Meyerhoff’s ‘Nitric Oxide-Releasing/Generating

olymers for the Development of Implantable Chemical Sensors
ith Enhanced Biocompatibility’ looks at the critical issue of
iocompatibility, arguably the most important obstacle inhibit-
ng the broader adoption of implantable chemo/bio-sensors,

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.01.020
ess sensor networks

hereas Joe Wang’s paper focuses on how to power implantable
ensors over long periods of time.

Radislav Potyrailo looks at new, low power approaches
o communicate with remote chemo/bio-sensors, while Eric
akker presents a novel approach to using low-limit of
etection ion-selective electrodes that could open up many
ew applications in areas such as environmental monitoring.
ian O’Mahuna examines the whole issue of how to make
utonomous sensors self-sufficient in terms of power, while my
wn paper considers how to make low-cost chemo/bio-sensors,
nd how we may be able to extract more reliable information
rom groups of sensors than from a single sensor, because of
he relative spatial and temporal information that is inherently
oded in data obtained from multiple sources.

In conclusion, Alan’s passing in 2007 is a great loss to the
nternational scientific community. We need more leaders like
im who can highlight the need for good science to impact
ositively on people’s lives, and to show in a simple and convinc-
ng manner that scientific breakthroughs can profoundly change
ociety, and make the world a better place to live in.

Ar dheis Dé go raibh a anam.
(A gaelic saying—may he rest in peace).

Dermot Diamond
National Centre for Sensor Research, Dublin City University,
Dublin 9, Ireland
E-mail address: dermot.diamond@dcu.ie

Available online 19 January 2008
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bstract

In this study a dispersive liquid–liquid microextraction (DLLME) method based on the dispersion of an extraction solvent into aqueous phase in
he presence of a dispersive solvent was investigated for the preconcentration of Cu2+ ions. 8-Hydroxy quinoline was used as a chelating agent prior
o extraction. Flame atomic absorption spectrometry using an acetylene-air flame was used for quantitation of the analyte after preconcentration.
he effect of various experimental parameters on the extraction was investigated using two optimization methods, one variable at a time and central
omposite design. The experimental design was performed at five levels of the operating parameters. Nearly the same results for optimization were
btained using both methods: sample size 5 mL; volume of dispersive solvent 1.5 mL; dispersive solvent methanol; extracting solvent chloroform;

xtracting solvent volume 250 �L; 8-hydroxy quinoline concentration and salt amount do not affect significantly the extraction. Under the optimum
onditions the calibration graph was linear over the range 50–2000 �g L−1. The relative standard deviation was 5.1% for six repeated determinations
t a concentration of 500 �g L−1. The limit of detection (S/N = 3) was 3 �g L−1.

2007 Elsevier B.V. All rights reserved.
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eywords: Dispersive liquid–liquid microextraction; Optimization; One variab
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. Introduction

Traditional solvent extraction has been used as a basic and
owerful method of concentrating for a long time. However,
t requires extensive amounts of organic solvents. A special
ttention is nowadays focused on techniques, which are char-
cterized by a considerable reduction or complete elimination
f organic solvents. Such techniques protect the environment
gainst additional quantities of solvents and reduce the cost
f analysis. The solvent-free techniques such as gas phase

xtraction, membrane extraction and solid phase extraction are
imited to volatile and relatively volatile organic compounds,
olatile nonpolar compounds and relatively low volatile com-

∗ Corresponding author. Tel.: +98 441 2335943; fax: +98 441 2776707.
E-mail address: farajzade@yahoo.com (M.A. Farajzadeh).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.035
time; Central composite design; Atomic absorption spectrometry; Copper ion

ounds [1], respectively. In 1996, Liu and Dasgupta used 1.3 �L
hloroform as extraction reagent, thus decreased the environ-
ental pollution greatly throughout the analytical procedure [2].
eanwhile, Jeannot and Cantwell introduced the single-drop
icroextraction (SDME) technique [3] and these authors investi-

ated a convective–diffusive mass transfer model to interpret the
inetic procedure in the novel SDME technique [4]. Pedersen-
jergaard and Rasmussen reported a microextraction method
ith a polypropylene hollow fiber as support for the extraction
f methamphetamine from urine and plasma. The acceptor solu-
ion (0.1 mol L−1 HCl) inside the hollow fiber was analyzed by
apillary electrophoresis (CE) [5]. The enrichment factor (EF)
eached 75 times. Lee and co-workers combined the hollow

ber membrane–liquid phase microextraction (HFM–LPME)
ith GC [6] or HPLC [7] to separate and determine aromatic

ompounds in various samples. Wu and co-workers developed
method that combined SDME with ETV-ICP-OES/MS for the
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etermination of trace La [8], Be, Co, Pb and Cd [9] and for spe-
iation of Al [10]. Li and co-workers determined trace Cd and
b in environmental and biological samples by ETV-ICP-MS
fter single-drop microextraction [11]. Another extraction pro-
edure, namely homogeneous liquid–liquid extraction, which
xtracts the target analyte in the homogeneous aqueous solu-
ion into a water-immiscible phase, was used by each kind of
hase separation phenomenon [12]. The methods, which used
hase separation principle, depending on the temperature of the
ater–propylene carbonate system [13] or the salt effect in the
ater–acetonitrile system have already been reported [14,15].

garashi and co-workers reported a pH-dependent phase sepa-
ation and used it in determination of copper and palladium as
,10,15,20-tetrakis (4n-pyridyl) porphine chelate by HPLC and
pectrophotometric techniques [16]. This method was mainly
tudied as a highly efficient preconcentration method for the
eparation of the target analyte before instrumental analysis
17–21].

Another microextraction technique, which uses extraction
olvent at �L volume, is dispersive liquid–liquid microextrac-
ion (DLLME). It is simple, rapid, efficient and has a higher
F and recovery (R). It was first reported in 2006 by Assadi
nd co-workers [22,23]. This method uses an extracting solvent
issolved in a dispersive solvent, which is miscible with both
xtraction solvent and water. Methanol, acetone, acetonitrile,
tc., have been used as dispersive solvents. Recently we reported
DLLME method to preconcentrate some polymer additives

ollowed by their determination by HPLC-DAD [24].
In this work preconcentration of Cu2+ by dispersive

iquid–liquid microextraction was optimized using one vari-
ble at a time as well as simultaneous optimization method.
o applications of dispersive liquid–liquid microextraction of
etallic cations have been previously presented and consider-

ble work is still required to optimize its efficiency. The method
f optimization chosen was a chemometric method using a
entral composite design (CCD) for obtaining the optimal con-
itions. The goal of the proposed work was to describe in
etails the effects of various parameters by modeling enrichment
actor, recovery and sedimented phase volume as three antag-
nist responses. The influence of each of the parameters and
heir interactions could be well identified for different responses
creened. The use of an experimental design enabled a subse-
uent benefit in terms of labor time and number of experience
o optimize the conditions. This optimization study investigated
he volumes of dispersion solvent, extracting solvent (CHCl3)
nd Cu2+ solution, pH and salt (NaCl) amount in order to build a
odel to achieve high enrichment factor and recovery and useful

mount of sedimented phase volume as responses.

. Experimental

.1. Chemicals and solutions
All chemicals such as CuSO4·5H2O, 8-hydroxy quinoline,
ethanol, chloroform, carbon tetrachloride, dichloromethane,

odium chloride and nitric acid were high-purity grade reagents
rom Merck Co. (Darmstadt, Germany). A stock solution of

a
w
a
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000 mg L−1 Cu2+ was prepared in distilled water. A standard
olution of 1 mg L−1 Cu2+ was prepared daily by a suitable
ilution of the stock solution with distilled water. 8-Hydroxy
uinoline 0.05 mol L−1 was prepared in methanol. Acetate
uffer (1 mol L−1, pH 6) and nitric acid 0.1 mol L−1 were used
or pH adjustment and dissolution of residue after evaporation
f extract, respectively, before absorbance measurements.

Tap water was collected from our laboratory just before deter-
ination of the Cu2+ content by either the proposed or by

tandard methods. River waters (Dozal and Aras Rivers, East
zerbaijan Province, Iran) were picked up a few days before

nalysis. Two milliliters concentrated nitric acid per liter was
dded to stabilize the analyte. Sampling locations from Aras
iver were in the near of Djolfa City (East Azerbaijan Province,

ran) (point 1) and Nodooz (East Azerbaijan Province, Iran)
point 2). Sampling from Dozal River (one branch of Aras River)
as carried out about 200 m before its conjunction to Aras River.
ampling was performed directly (without using special appara-

us) in polyethylene bottles, which were rinsed with concentrated
itric acid and washed with distilled water. Mineral water was
urchased from a local store (Urmia, Iran). All water samples
ere used without filtration.

.2. Apparatus

A Shimadzu atomic absorption spectrometer (Model AA-
70G) was used for the determination of copper using the
anufacturer recommendations.

.3. Procedure

To 5 mL of 1 mg L−1 Cu2+ solution in a 12-mL test tube
ith conical bottom, 1 mL acetate buffer and 0.5 mL 8-hydroxy
uinoline solution were added. By using a 5-mL syringe, 1.5 mL
ethanol containing 250 �L chloroform was added to the above

olution. Chloroform was dispersed in all parts of sample and no
eed to homogenize the sample. The mixture was immediately
entrifuged for 5 min at 1000 rpm. The volume of the sedimented
hase (chloroform) was determined using a 250-�L HPLC
yringe. The sedimented phase was quantitatively transferred
o another test tube and allowed to evaporate at room tempera-
ure. Finally the residue was dissolved into 0.5 mL 0.1 mol L−1

itric acid and the copper concentration was determined by
ame atomic absorption spectrometry. All experiments were
erformed in triplicate and the mean of results was used in plot-
ing curves or preparation of tables for optimization. Copper
tandard solutions (0.1–10 mg L−1) in 0.1 mol L−1 nitric acid
ere prepared daily and their absorbance was read along with

amples.

.4. Statistical software
Essential Regression and Experimental Design for Chemists
nd Engineers, EREGRESS, as a Microsoft Excel Add-In soft-
are [25,26] was used to design the experiments and to model

nd analyze the results.
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.5. Experimental design

Central composite design was used to optimize the precon-
entration of Cu2+ by dispersive liquid–liquid microextraction.
ive independent variables, namely the volume of dispersion sol-
ent (F1), extracting solvent CHCl3 (F2), Cu2+ solution (F3),
H (F4) and salt (NaCl) amount (F5) were studied at five levels
ith four repeats at the central point, using a circumscribed cen-

ral composite design. The 8-hydroxy quinoline concentration
as selected 0.05 mol L−1 in all experiments. For each of the
ve studied variables, high (coded value: +2) and low (coded
alue: −2) set points were selected as shown in Table 1. Also
able 2 shows the coded values of designed experiments based
n CCD methodology achieved using EREGRESS software.

By the use of EREGRESS, polynomial equations, response
urface and central plots for a particular response are produced.
or an experimental design with five factors, the model includ-

ng linear, quadratic, and cross terms can be expressed as the
ollowing equation:

esponse = b0 + b1F1 + b2F2 + b3F3 + b4F4 + b5F5

+b6F1 × F1 + b7F2 × F2 + b8F3 × F3

+b9F4 × F4 + b10F5 × F5 + b11F1 × F2

+b12F1 × F3 + b13F1 × F4 + b14F1 × F5

+b15F2 × F3 + b16F2 × F4 + b17F2 × F5

+b18F3 × F4 + b19F3 × F5 + b20F4 × F5

(1)

ithin Eq. (1), F1–F5 are the variable parameters, and
0–b20 are the coefficient values obtained through multiple
inear regression (MLR) using EREGRESS. The response sur-
ace plots were obtained through a statistical process that
escribed the design and the modeled CCD data. Response sur-
ace methodologies graphically illustrate relationships between
arameters and responses and are the way to obtain an exact
ptimum [25,27–29].

As stated a complete central composite experiment design
llows estimation of a full quadratic model such as Eq. (1)
or each response, namely enrichment factor, recovery and
edimented phase volume. These kind of designs are easy to
onstruct since they are based on multi-level factorials that have
een augmented with the center point and 2n (n is the number of
tudied variables) extra star points [30]. The repeatability of the
ethod can be assessed using the optimum obtained through a
CD.

The statistical significance of the full quadratic models pre-
icted was evaluated by the analysis of variance (ANOVA) and
east squares techniques. The ANOVA results in determination
f which factors significantly affect the response variables in
tudy, using a Fisher’s statistical test (F-test). The significance

nd the magnitude of the estimated coefficients of each variable
nd all their possible linear and quadratic interactions on the
esponse variables were determined. Such coefficient for each
ariable represents the expected increase in the response as the

e
r
i
o
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ariable setting is changed from low to high. Effects with less
han 95% of significance, i.e. effects with a p-value higher than
.05, were discarded and pooled into the error term (often called
esidual error) and a new analysis of variance was performed for
he reduced model. Note that the p-value represents a decreas-
ng index of the reliability of a result [25]. Replicates (n = 4) of
he central points were performed to estimate the experimental
rror.

. Results and discussion

In this study a recently presented microextraction method,
ispersive liquid–liquid microextraction, was investigated for
nrichment of Cu2+ ions from aqueous samples followed by
heir determination by flame atomic absorption spectrometry.
uring DLLME, a �L volume of an extracting solvent is dis-

olved into a dispersive solvent at the mL level. The extracting
olvent must have a density higher than that of the aqueous
ample and the dispersive solvent must be miscible with both
he organic extracting solvent and water. To extract the analyte,
he dispersive solvent containing the extracting solvent is added
o the analyte solution by a syringe. Thereby the extracting sol-
ent is dispersed into the aqueous phase as tiny droplets. If a
ipette is used for adding extraction solvent, the upper part of
ample will be cloudy while by using a syringe the extraction
olvent is added to the sample under pressure and it dispersed
n all parts of sample. This technique is very rapid and efficient
ut there are many factors that should be optimized before its
pplication. In this work, optimization was performed both via
ne variable at a time and with central composite design meth-
ds. Factors such as selection of the dispersive and extracting
olvents and their volumes, sample size, pH, salting out effect,
tc., were studied and the optimum conditions were selected.
nrichment factor was calculated using ratio of the analyte con-
entration in the sedimented phase to the analyte concentration
n the aqueous sample. The analyte concentration in the sedi-

ented phase was calculated from the direct calibration graph
0.1–10 mg L−1 Cu2+ in 0.1 mol L−1 nitric acid) after dissolving
esidue into nitric acid.

.1. One variable at a time method

.1.1. Selection of dispersive and extracting solvents
Four solvents: methanol, acetone, tetrahydrofuran and ace-

onitrile, were studied as a dispersive solvent in this work. The
election of the extracting solvent is critical and should meet the
ollowing criteria: (1) it should dissolve the analyte better than
ater, (2) it should be heavier than water and (3) it should form

iny droplets when it is added to the aqueous solution of ana-
yte along with a dispersive solvent. Almost all of the suitable
xtracting solvents are chlorinated. In this work, chloroform,
arbon tetrachloride and dichloromethane were investigated. In
ig. 1 the EF is shown for all combinations of dispersive and

xtracting solvents. Regarding the EF, the combination of chlo-
oform as extracting solvent with methanol as dispersive solvent
s the best one and an EF higher than 60 is attainable. On the
ther hand, regarding recovery, the combination of chloroform
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Table 1
The variables and values used for central composite design (CCD)

Variable name Coded factor levels

−2 (low) −1 0 +1 +2 (high)

Dispersion solvent volume, F1 (mL) 0 1 1.5 2 3
CHCl3 volume, F2 (�L) 100 200 300 400 500
Cu2+ solution volume, F3 (mL) 5 10 15 20 25
pH, F4 2 4 6 8 10
NaCl amount per 5 mL, F5 (g) 0 0.1 0.3 0.5 1.0

Table 2
List of experiments in the CCD for model optimization (coded values) and the responses

Design points Factors levels Response

F1 F2 F3 F4 F5 Enrichment factor Recovery (%) Sedimented phase volume (�L)

1 −1 −1 −1 1 −1 63.6 49.3 94.3
2 (cp)a 0 0 0 0 0 50.8 48.8 169

3 −1 1 −1 1 1 27.2 65.1 295
4 1 1 1 1 1 68.5 66.2 228
5 −2 0 0 0 0 19.2 22.7 196

6 (cp)a 0 0 0 0 0 52.7 50.7 170
7 −1 −1 1 1 1 103 33.5 72
8 0 0 0 0 −2 49.4 44.3 158
9 1 −1 −1 −1 −1 131 61.3 64

10 0 0 2 0 0 66.9 29.9 118
11 −1 −1 −1 −1 1 51.7 47.6 112
12 0 −2 0 0 0 0 0 0
13 1 −1 1 1 −1 238 29.3 28
14 1 1 −1 −1 1 38.3 73.6 263
15 2 0 0 0 0 80.7 51.2 126
16 −1 1 1 −1 1 39.3 44.5 252
17 0 0 0 2 0 59.8 56.8 163
18 −1 1 1 1 −1 49.4 54.8 245
19 0 2 0 0 0 30.9 58.8 337
20 −1 1 −1 −1 −1 24.6 56.1 278

21 (cp)a 0 0 0 0 0 52.3 49.9 168
22 (cp)a 0 0 0 0 0 49.5 47.9 171

23 −1 −1 1 −1 −1 87.5 31.4 80
24 1 1 1 −1 −1 57.2 48.5 202
25 1 1 −1 1 −1 50.1 94 257
26 1 −1 −1 1 1 123 75.7 83
27 0 0 0 −2 0 43.3 45.1 183
28 0 0 0 0 2 34.2 32.7 176
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a Four center points.

nd THF is optional (recovery is more than 70%). Considering
he sedimented phase volume it was found that with the combina-
ion of chloroform and methanol the sedimented phase volume
as about 90 �L whereas in the case of chloroform and THF

t was about 650 �L. Therefore, the combination of chloroform
nd methanol was selected for further studies. Note that in the
ase of dichloromethane as extraction solvent and either THF
r acetonitrile as dispersive solvents no sedimented phase was
btained and hence these conditions are useless.
.1.2. Dispersive solvent volume
Methanol as a dispersive solvent in different volumes in the

ange 0–2.5 mL along with 200 �L chloroform as an extracting
olvent was used for extraction of copper ions as its oxinate com-

p
l
r
w

8.9 77.6 207
6 26.3 34

lex using the DLLME procedure. The obtained results (Fig. 2)
how that in the case of 1.5 mL methanol the highest recovery
nd a reasonable EF and sedimented phase volume are attain-
ble. With 3 mL or higher volume of methanol no sedimented
rganic phase was achieved.

.1.3. Extracting solvent volume
Extracting solvent (chloroform) volumes on the EF and

ecovery of analyte, in the range of 50–500 �L were tested. As
an be seen from the Fig. 3 there was no sedimented organic

hase in the cases of 50 and 100 �L and the system became use-
ess. By using 150 �L chloroform on the other hand, EF 84 and
ecovery 48% were obtained. The volume of sedimented phase
as 43 �L in this condition. Therefore, we chose initially 150 �L
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Fig. 1. Selection of extracting and dispersive solvents in DLLME. Conditions:
sample, 5 mL Cu2+ 1 mg L−1; volume of dispersive solvent, 2 mL; volume of
e
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3.1.6. Study of other parameters
Other parameters such as 8-hydroxy quinoline concentration,

salting out effect and reaction time were studied. 8-hydroxy
quinoline concentrations in the range of 0.001–0.1 mol L−1 in
xtracting solvent, 200 �L; buffer, 1 mL acetate buffer (C = 1 mol L−1, pH 6)
nd 8-hydroxy quinoline solution, 0.5 mL 0.05 mol L−1 in methanol. The bars
how the maximum and minimum levels of determinations.

s an optimum volume of chloroform as extracting solvent for
urther study (optimization of sample size). But it was found
hat by using 150 �L chloroform, the system became useless
t sample sizes larger than 15 mL owing to lack of sedimented
hase. Hence, the volume of chloroform was chosen as 250 �L
o permit investigation of lager sample sizes. Also recovery of

ore than 70% and sedimented phase volume about 140 �L
ere obtained by using 250 �L extracting solvent.

.1.4. Sample volume
Different volumes of analyte solution (5–50 mL) were used

o study the effect of sample size with a constant volume of
xtracting solvent (250 �L) and dispersive solvent (1.5 mL). The
esults (Fig. 4) show that with a large sample size (50 mL) no
edimented organic phase was obtained. By increasing the sam-
le size from 5 to 40 mL, the volume of sedimented phase and
ecovery decreased whereas EF increased. In another study we
elected a constant ratio of sample size to the volume of disper-
ive solvent (methanol). For this purpose, the methanol volume
as selected 1.5, 3, 4.5, 6, 7.5, 9, 12 and 15 mL when the volume

f sample was 5, 10, 15, 20, 25, 30, 40 and 50 mL, respectively.
y this combination no sedimented phase was obtained at the

ample volumes higher than 15 mL. We used 1.5 mL methanol

ig. 2. Dispersive solvent volume study. Other conditions are the same as Fig. 1.
F
O

ig. 3. Selection of extracting solvent volume. Other conditions are the same as
ig. 1.

nd a sample size of 5 mL in the further studies due to higher
ecovery and reasonable EF and sedimented phase volume.

.1.5. Influence of pH
pH can play an important role in the producing extractable

pecies from ionic analytes prior to extraction by DLLME. In
his study 8-hydroxy quinoline was used as a complexing agent
or Cu2+ ions to produce a neutral oxinate chelate, which is
xtractable into chloroform. Because the production of oxinate
helate is pH-dependent, DLLME was performed at different pH
alues in the range 2–12. The obtained results show that the pH
oes not influence the sedimented phase volume. The production
f oxinate chelate and its extraction is pH-independent between
H 6 and 10. In this range the highest EF and recovery are
btained. Therefore, pH 6 was selected for the following studies.
ig. 4. Effect of sample size on the EF in the extraction of Cu2+ ions by DLLME.
ther conditions are the same as Fig. 1.
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Fig. 5. Response surface of recovery modeling: dispersion solvent (F1), extract-
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for recovery modeling were obtained as F1 × F3, F1 × F4,
ng solvent, CHCl3 (F2), Cu2+ solution (F3), pH (F4) and salt (NaCl) amount
F5).

ethanol did not influence the EF, recovery and sedimented
hase volume.

Also, the influence of ionic strength on the extraction was
tudied with sodium chloride as a salting out agent at the concen-
rations of 0.02–0.2 g mL−1 and it was found that it has very little

ffect on the EF and recovery. However, by increasing sodium
hloride concentration from 0.02 to 0.2 g mL−1, the volume of
edimented phase was increased from 147 to 175 �L.

•
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Reaction time also was studied over the range 0–10 min. It
as defined as the time spent between addition of 8-hydroxy
uinoline solution and the addition of extraction solvent (chlo-
oform) dissolved in dispersive solvent (methanol). It was found
hat both the reaction and the extraction procedures are rapid and
ime did not affect on the EF, recovery and sedimented phase
olume.

.2. Experimental design

Three antagonist criteria namely enrichment factor, recovery
nd sedimented phase volume were investigated as responses in
rder to optimize five variables, namely the volumes of disper-
ion solvent (F1), extracting solvent (F2), Cu2+ solution volume
F3), the pH (F4) and the salt (NaCl) amount (F5). These five
arameters were chosen to be optimized simultaneously among
ll parameters based on their importance and their probably
nteraction. Tables 1 and 2 present the levels of coded and actual
xperimental variables that were tested. Also Table 2 presents
he corresponding responses.

The aims of the CCD strategy were: (i) to maximize the
F and recovery and give the optimum conditions to obtain a
uitable volume of sedimented phase; (ii) to determine which
ariables have a higher impact on extraction recovery and enrich-
ent factor; (iii) to give an insight on the robustness of the
ethod close to the optimum conditions and (iv) show possible

ariable interactions.
In order to find the important factors and build a model to

ptimize the procedure, we start with a full quadratic model
ncluding all terms as in Eq. (1). To obtain a simple and yet a real-
stic model, the insignificant terms (P > 0.05) were eliminated
rom the model through the ‘backward elimination’ process.
he main characteristics of the reduced models are given in
ables 3 and 4.

In the present study, the adjusted R2 were well within the
cceptable limits of R2 ≥ 0.9 and there is not too large differ-
nces between R2s which revealed that the experimental data
hows a good fit with the second-order polynomial equations
see Table 4).

The plots of predicted responses versus calculated ones
howed that the residual values are significantly low (for
xample the regression equation for predicted recovery ver-
us calculated ones are obtained as Y = 0.9224X + 3.9413,
2 = 0.9224). This allows us to further use the response surface
s a predictive tool to obtain responses over the whole parameter
ncertainty range.

From the constructed models the following results could be
btained (Tables 3 and 4):

Dispersion solvent (F1) and Cu2+ solution (F3) volumes,
affect significantly the recovery modeling by both linear and
quadratic variables. Also NaCl amount (F5), has a slight
quadratic effect in this model. The main interaction variables
F2 × F3 and F4 × F5.
When using EF as model response, dispersion solvent (F1)
and Cu2+ solution (F3) affect the model by only linear
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Table 3
Some characteristics of the constructed models

Response R2 R2 adjustment R2 for prediction Regression equations

Enrichment factor (EF) 0.965 0.932 0.778 EF = b0 + b1F1 + b2F2 + b3F3 + b4F1 × F2 + b5F1 × F3 + b6F2 × F2
+ b7F2 × F3 + b8F3 × F4

Recovery 0.960 0.922 0.708 Recovery = b0 + b1F1 + b2F3 + b3F1 × F1 + b4F1 × F3 + b5F1 × F4
+ b6F2 × F3 + b7F3 × F3 + b8F4 × F5 + b9F5 × F5

Sedimented phase volume 0.997 0.995 0.989 Sedimented phase volume = b0 + b1F1 + b2F2 + b3F4 + b4F1 × F3
+ b5F1 × F4+ b6F2 × F5 + b7F3 × F3

Table 4
Constants and coefficients for the constructed quadratic models (equations presented in Table 3) for each response

Recovery Enrichment factor (EF) Sedimented phase volume

Uncoded values Coded values Uncoded values Coded values Uncoded values Coded values

b0 60.67 50.81 106.64 67.83 −32.78 169.98
b1 36.34 25.82 75.77 53.84 −25.72 −18.27
b2 −4.861 −22.50 −0.903 −76.05 0.874 73.61
b3 −5.704 −11.81 6.657 30.82 −3.262 −6.041
b4 −1.288 −15.83 −0.245 −59.05 −0.743 −9.128
b5 1.133 5.571 2.008 24.68 2.391 11.76
b6 0.00543 10.39 0.00187 100.63 0.06536 4.655
b7 0.07905 11.16 −0.02262 −43.33 −0.104 −14.69
b
b
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8 3.022 4.363 0.194
9 −30.33 −5.833

variables. The model shows that extracting solvent, CHCl3
(F2) has significant linear and quadratic effects. Also the
main interaction variables for this model were found as
F1 × F2, F1 × F3, F2 × F3, F3 × F4. As results show, the
NaCl amount (F5), has no significant effect on the enrichment
factor modeling.
For the sedimented phase volume as response an abstract
model has been obtained that shows the important linear,
quadratic and interacting variables are F1, F2, F4, F3 × F3,
F1 × F3, F1 × F4 and F2 × F5. It is clear from the results and
the coefficient values F2 × F5 is one of the most significant
variables for the sedimented phase volume response model-
ing. From chemical aspect this is due to salting effect of NaCl
(F5) on the extraction the analyte into CHCl3 (F2).

.3. Response surface and selection of optimum conditions

The obtained regression models were used to calculate the
esponse surface for each variable separately. Fig. 5 shows
esponse surface plots for recovery, EF and sedimented phase
olume, respectively. This figure shows the interaction between
he interacting factors when the remaining factors have been kept
n the fixed amount using the constructed model by EREGRESS
oftware.

The surface plot of recovery response (Fig. 5a) showed a
ronounced decrease as the volume of Cu2+ (F3) is increased.
ppositely the response surface of EF (not shown) showed a

ronounced increase as the volume of Cu2+ (F3) is increased.
lso increasing the extracting solvent volume (F2) has antag-
nist effect. That is increasing will increase recovery (Fig. 5)
hile decrease the enrichment factor (not shown).

c
R
a
a

7.779

The selection of optimum conditions is possible from the
esponse surface plots. The results demonstrated that most of
he response surfaces have nearly flat optimum areas. Therefore,
range of variations for the investigated factors can be chosen

imply. For example if the criteria are set as follows: recovery
ear to 100%, sedimented phase volume more than 50 �L and
nrichment factor as high as possible, the conditions that meet
hese requirements are presented in Table 5.

.4. Analytical features of DLLME of Cu2+ ions

Under the optimum conditions obtained by one variable
t a time optimization; sample size, 5 mL; volume of disper-
ive solvent (methanol), 1.5 mL; extracting solvent (chloroform)
olume, 250 �L; buffer, 1 mL acetate buffer (C = 1 mol L−1,
H 6) and volume of 8-hydroxy quinoline solution, 0.5 mL
.05 mol L−1 in methanol, some analytical characteristics of
he proposed DLLME method were obtained. Calibration
urve is linear (A = 2.8 × 10−4C + 1.87 × 10−3, A = absorbance
nd C = concentration of Cu2+ in �g L−1) over the range
0–2000 �g L−1. Square of correlation coefficient (R2) is 0.998.
he limit of detection (LOD) (S/N = 3), limit of quantifica-

ion (S/N = 10) and the relative standard deviation (R.S.D.%)
n = 6, C = 500 �g L−1) are 3, 10 �g L−1 and 5.1%, respec-
ively. In another study EF, relative enrichment factor (REF)
EF/EFmax, EFmax is the ratio of sample volume to sedimented
hase volume) and recovery were obtained in three different con-

entrations of analyte and the results summarized in Table 6. EF,
EF and recovery were obtained in the ranges 42–48, 0.76–0.86
nd 76–87%, respectively. It can be observed that the recovery
nd the relative enrichment factor agree well, as expected.
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Table 5
Optimum conditions obtained by response surface modeling

Variable name Optimum values

Recoverya (%) Enrichment factorb Sedimented phase volumec Selected optimum valued

Dispersion solvent volume, F1 (mL) 1.5–2.5 3 As low as possible 1.5
CHCl3 volume, F2 (�L) >200 <300 >100 depending to F5 200–300
Cu2+ solution volume, F3 (mL) 5 >20 <30 20–30
pH, F4 6–10 Low effect Low effect 6–10
NaCl amount per 5 mL, F5 (g) 0.2–0.5 No effect >0.2 depending to F2 0.2–0.5

a,b,c The criteria are set as the recovery near to 100%, the enrichment factor as high as possible and the sedimented phase volume more than 50 �L.
d The compromise conditions that meet requirements as much as possible.

Table 6
Repeatability study in different concentrations of analyte

Concentration (�g mL−1) Mean EF ± S.D.a REF ± S.D.a Mean recovery ± S.D.a (%)

0.50 48 ± 3 0.857 ± 0.062 87 ± 5
1.00 42 ± 2 0.785 ± 0.037 78 ± 4
2.00 42 ± 1 0.761 ± 0.022 76 ± 2

a Standard deviation with n = 3.

Table 7
Study of interfering ions

Interfering ions Tolerable concentration
(analyte:interfering ion)a

Ni2+, Zn2+, Fe2+ 1:1
– 1:10
PO 3−, SO 2−, NO −, Mg2+, Ca2+, Cr3+, K+, Hg2+, Fe3+, Pb2+ 1:100
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Table 8
Cu2+ content of different water samples obtained by the proposed method and
standard flame atomic absorption spectrometry performed on the samples after
extraction of copper as its pyrrolidine complex into methyl isobutyl ketone

Sample Cu2+ concentration (�g L−1) obtained by

This methoda Standard methodb

Tap water NDc ND
Dozal river water ND ND
Aras river water (point 1) 131 117 ± 10.9
Aras river water (point 2) 97.2 106 ± 12.9
Mineral water ND ND

r
D
b
p
m

a

4 4 3

oncentration of analyte is 0.5 �g mL−1.
a At this ratio no interfering effect was observed.

.5. Study of interferences

Interferences were studied in the presence of a constant con-
entration of analyte (0.5 �g mL−1) and different amounts of
oreign ions (analyte:foreign ion ratio 1:1, 1:10 and 1:100).
olerable concentration of foreign ions was considered that
oncentration in which less than 10% deviation in absorbance
eading was observed in comparison with the case in which inter-
ering ion was absent. The obtained results are given in Table 7.
s can be seen most ions studied do not have interfering effect

t 1:100 ratio. Nickel (II), zinc (II) and iron (II) do not interfere
t 1:1 ratio but have serious interference effect at 1:10 ratio.

.6. Application of the proposed DLLME method to real
amples and comparison with a standard method

To evaluate the efficiency of the proposed DLLME method,
ve water samples including tap water, two river waters (Dozal
iver and Aras river taken at two points) and mineral water
ere selected and the proposed DLLME method as well as
standard method [31] were applied to determine the copper

ontent. In the DLLME method standard addition technique

as used. For the standard method Cu2+ ions were extracted

s the pyrrolidine chelate into methyl isobutyl ketone and then
he absorbance of organic phase was read using flame atomic
bsorption spectrometry at atomic line of copper. The obtained

r
R
w
1

a Obtained by standard addition method.
b Mean ± standard deviation (n = 3).
c Not detected.

esults are summarized in Table 8. In three samples, tap water,
ozal river water and mineral water, analyte was not detected
y any of the methods. In Aras river water sampled in two
oints, the obtained concentrations by both methods are in agree-
ent.
A recovery test performed on the samples showed that in

ll cases the obtained relative recoveries (in comparison with

ecoveries in distilled water) are between 91 and 107% with
.S.D.% less than 12%, which indicate that no matrix effect
as observed. The added concentrations were in the range of
00–500 �g L−1.
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. Conclusion

A dispersive liquid–liquid microextraction method was used
or preconcentration of Cu2+ ions prior to determination by flame
tomic absorption spectrophotometric technique. Enrichment
actor and recovery for the target analyte were obtained about
2 and 78%, respectively. The proposed extraction method was
sed for the quantitation of Cu2+ ions in different water samples
nd the obtained results were compared to those obtained by
standard method. A relatively good agreement was observed
etween them. The method is simple, efficient and very rapid
nd it uses extracting solvent at a �L level.
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bstract

Near infrared (NIR) spectroscopy was employed for simultaneous determination of methanol and ethanol contents in gasoline. Spectra were
ollected in the range from 714 to 2500 nm and were used to construct quantitative models based on partial least squares (PLS) regression. Samples
ere prepared in the laboratory and the PLS regression models were developed using the spectral range from 1105 to 1682 nm, showing a root mean

quare error of prediction (RMSEP) of 0.28% (v/v) for ethanol for both PLS-1 and PLS-2 models and of 0.31 and 0.32% (v/v) for methanol for the
LS-1 and PLS-2 models, respectively. A RMSEP of 0.83% (v/v) was obtained for commercial samples. The effect of the gasoline composition was
nvestigated, it being verified that some solvents, such as toluene and o-xylene, interfere in ethanol content prediction, while isooctane, o-xylene,
-xylene and p-xylene interfere in the methanol content prediction. Other spectral ranges were investigated and the range 1449–1611 nm showed

he best results.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Gasoline is a sub-product from the fractional distillation of
etroleum, being a complex mixture of hydrocarbons contain-
ng from 4 to 12 carbon atoms [1,2]. The gasoline produced
t the beginning of the 20th century was composed of hydro-
arbons having 10–16 carbon atoms, which was a low octane
umber fuel. During the last century, new production processes
ere developed to obtain fuel with higher octane numbers that

ould be used in vehicles with high compression engines. Aim-
ng to increase the octane number, additives are often added to
he gasoline. Some additives, such as tetraethyl lead, contribute
o increase atmospheric pollution, while methyl-tert-butyl-ether
MTBE) has caused contamination of underground waters [3,4].

In recent last decades, gasoline having the addition of
ethanol or ethanol has been produced, resulting in a less pollut-
ng fuel, while keeping the octane number at the appropriate level
or the current necessities of engines of light vehicles. More-
ver, another advantage of these additives is that they could be

∗ Corresponding author.
E-mail address: jarbas@iqm.unicamp.br (J.J.R. Rohwedder).
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ivariate calibration; PLS

btained from renewable sources, such as sugarcane (ethanol)
nd cellulose (methanol) [5].

Methanol and ethanol, both anhydrous, are added to the gaso-
ine in many countries around the world, generally in the ratio of
0% (v/v). In Brazil, the percentage of ethanol is officially estab-
ished [6], usually varying between 20 and 25% (v/v), although
ower concentrations are admitted, depending on the regional
ifficulties of obtaining this product from the national market.

During the ethanol crisis of 1989 in Brazil, alternative addi-
ives were investigated to be incorporated into the gasoline,
uch as, the oxygenated compounds from petroleum (MTBE,
thyl-tert-butyl-ether and TAME, tert-amyl-methyl-ether). At
hat time, in addition to a reduction of the amount of anhydrous
thanol added to the gasoline, a new fuel called MEG (33%,
/v of methanol + 60%, v/v of ethanol + 7%, v/v of gasoline)
as proposed. Although its production had been authorized, its

ommercialization was considered dangerous due to methanol
anipulation, finally being abandoned [7]. The addition of
ethanol to gasoline is currently forbidden in Brazil, however
n some countries, such as the USA, it is still used [8].
Although methanol has not been the most used compound

or gasoline adulteration, its addition is not detected if only
he extraction test based on the volume increase of the aque-
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us phase (ABNT-NBR 13992) is carried out [9]. Although
imple and efficient for the determination of the ethanol con-
ent in the gasoline, the extraction test cannot distinguish
etween methanol and ethanol, making this type of adulter-
tion practically undetected at the moment of the inspection,
f part or all of ethanol content in gasoline is substituted by

ethanol.
Due to the high fuel consumption, it has became more and

ore necessary to develop fast analytical methods that allow
etermination of different quality parameters by means of a sin-
le analysis. Among several instrumental analytical techniques,
ear infrared (NIR) spectroscopy has been revealed as promising
or the quantitative determination of a great variety of chemical
pecies. This fact is associated with its main characteristics, such
s speed of attaining of the results, minimum sample prepara-
ion, low residue generation, easy adaptation to a production line
nd direct application in the field. Moreover, a single spectrum
an give simultaneous information about the sample properties
nd its constituents [10].

Various studies have demonstrated the possibility of applying
IR spectroscopy for quality control of fuels [11–26]. Phys-

cal parameters, such as motor octane number (MON) and
esearch octane number (RON), density, distillation temperature
nd vapor pressure Reid (VPR) can be determined by NIR spec-
roscopy, in many cases with precision and accuracy comparable
o the standard method [17]. Other studies show the possibil-
ty of simultaneous determination of aromatic, unsaturated and
aturated hydrocarbons content [24], MTBE [25] and sulfur
17,26]. Methanol [14] and ethanol [25,27] have been deter-
ined separately in gasoline using NIR spectroscopy. However,

here are no studies demonstrating the possibility of simultane-
us determination of methanol and ethanol in gasoline or how
he gasoline composition can affect the determination of these
lcohols.

Thus, this work is aimed at applying NIR spectroscopy,
ogether with multivariate calibration (partial least squares,
LS), for the simultaneous determination of methanol and
thanol, verifying the robustness of the calibration models when
onfronted with alterations in the gasoline composition.

. Experimental

.1. Instrumentation and procedure for spectra acquisition

A FT-NIR spectrometer (Bomem, model MD-160) provided
ith a flow cuvette of 10 mm pathlength and 80 �L internal
olume (Hellma, model 178.710-QS) was used for spectra acqui-
ition between 14000 and 4000 cm−1 (714 and 2500 nm), with
esolution of 8 cm−1. The sample was pumped into the interior
f the cuvette by a peristaltic-pump (Ismatec, model 7331-00)
sing Viton® tubing and Teflon® conduction tubing (0.8 mm
.d.). To prevent contamination between samples, before acqui-
ition of each spectrum the cuvette was cleaned by initially

umping air and then 5 mL of gasoline sample. The pumping
as interrupted during spectra acquisition. The spectrum of the

mpty cuvette was used as reference for absorbance measure-
ents.

i
7
b
w

ta 75 (2008) 804–810 805

.2. Sample set

A set formed by 120 samples containing methanol and
thanol, both in the concentration range from 0 to 30% (v/v),
as prepared by the addition of known aliquots of methanol

Vetec 99.8%, v/v) and ethanol (Santa Cruz 99.5%, v/v) in to
lcohol-free gasoline (gasoline type A, Petrobras). A multivari-
te calibration model was constructed with 80 samples, while 40
amples were used to verify the prediction capacity of the model
external validation set). To evaluate the precision of the pro-
osed method, four replicates of type A gasoline samples were
repared containing methanol and ethanol mixtures in concen-
ration of 2.5:2.5; 2.5:20.0; 15.0:12.5; 25.0:25.0 and 30.0:2.5%
v/v), respectively.

The proposed method was evaluated for the determination of
he alcohol contents in 15 commercial gasoline samples contain-
ng ethanol (type C gasoline), commercialized in the Campinas

etropolitan Region, SP. The results were compared with the
alues of alcohol content determined by the standard method
BNT-NBR 13992 [9]. The procedure for NIR spectra acquisi-

ion of these samples was identical to those described above.

.3. Gasoline composition alteration

The composition of type A gasoline was modified by addition
f different hydrocarbons normally present in this fuel. Thus,
-hexane (Acros, 95.0%, HPLC grade), isooctane (Aldrich,
9.0%, HPLC grade), o-xylene (Acros, 98.0%, HPLC grade), m-
ylene (Acros, 99.0%, HPLC grade), p-xylene (Acros, 99.0%,
PLC grade) and toluene (Acros, 99.0%, HPLC grade) in the

oncentration range from 1.0 to 8.0% (v/v) were added to type A
asoline. Later, methanol and ethanol were added to these mix-
ures in the concentrations of 10.0 and 25.0% (v/v), respectively.

.4. Pre-processing and construction of calibration models

For the construction of the multivariate calibration model,
sing partial least squares (PLS-1 and PLS-2), initially all sam-
le spectra were evaluated by Principal Component Analysis
PCA) with the purpose of observing their distribution and the
xistence of clusters and outliers. Pre-processing procedures
ased on baseline correction and first derivative were evaluated.
alculations were performed with Unscrambler® 9.2 (CAMO,
slo, Norway).

. Results and discussion

.1. Construction of the calibration model and external
alidation

Fig. 1 shows the spectra of samples of gasoline containing
ethanol and ethanol, both in the concentration range of 0–30%

v/v), for the spectral range between 1105 and 1682 nm. In the

nset of Fig. 1, it is possible to observe the full spectral range from
14 to 2500 nm. Under the experimental conditions employed,
elow 1105 nm absorption signals are practically inexistent,
hereas above 1682 nm high absorption values are observed.
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Fig. 1. Spectra of 120 gasoline samples with different methanol and ethanol
contents in the spectral range from 1105 to 1682 nm. In the inset, the spectra in
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he range from 714 to 2500 nm are represented, and the range used is shaded.
he range above 2200 nm presents high absorption, due to the use of a 10 mm
athlength cell.

hus, the spectral range between 1105 and 1682 nm was selected
or the construction of the calibration models. In this range, an
ntense absorption band between 1120 and 1270 nm is observed,
eferring to the 2nd overtone of the C–H bond stretching from the
iverse hydrocarbons and the alcohols that compose the samples.
nother band, also wide, between 1350 and 1670 nm, results

rom the overlapping of two absorption bands. The first, located
etween 1350 and 1550 nm, is related to first overtone of the
ombination band from C–H + C–H and C–H + C–C stretching
nd, the second, between 1400 and 1670 nm, is related to the
rst overtone of O–H stretching from the alcohols (methanol
nd ethanol). It is also possible to observe, above of 1650 nm,
he beginning of the first overtone from aromatic C–H stretching.

Before initiating the construction of the calibration mod-
ls, the presence of anomalous samples was verified by means
f Principal Component Analysis (PCA). The results showed
he existence of two samples, which presented distinct spec-
ral behavior after baseline correction and, therefore, they were
emoved from the sample set. Several possible causes may con-
ribute for the appearance of an anomalous sample, the most
ommon coming from errors in sample preparation or problems

hat occurred at the moment of spectra acquisition, such as the
resence of air bubbles in the optical path.

After outlier elimination, the 118 remaining samples were
sed, initially, to evaluate the best spectral data pre-processing

h
c
g

able 1
esults obtained by calibration models (PLS-1) for methanol (0–30%, v/v) and etha

pectra (gasoline C samples prepared in the laboratory; spectral range from 1105 to 1
he predicted and expected values; LV, number of latent variables)

ype of pre-processing Methanol

RMSECV (%, v/v) R

o pre-processing 0.650 0.99
ase line correction 0.573 0.99
irst derivative 0.297 0.99
ase line correction and first derivative 0.297 0.99
ta 75 (2008) 804–810

echnique for the construction of the calibration model. Table 1
hows the results found for methanol and ethanol calibration
odels. The constructed models involved the use of spectra
ithout any type of pre-processing and spectra whose baseline
as corrected and/or to which first derivative was applied. In

ll procedures of construction of the calibration models, data
ere mean centered and full cross validation was employed for

nternal validation.
It was observed that calibration models for methanol and

thanol presented the lowest values of the root mean square
rror of cross validation (RMSECV) for the spectra set when the
rst derivative was applied with or without baseline correction.
or these models, a maximum number of 4 latent variables (LV)
as necessary to explain at least 99% of the spectral. Thus, these

esults demonstrate that optimum pre-processing is obtained by
he application of first derivative in the original spectral signals,
nd that the prior correction of the baseline before the application
f the derivative does not improve the quality of the models.

Then, the 118 samples were divided into two sets, where 2/3
78 samples) were used for the construction of the calibration
odels for methanol and ethanol and 1/3 (40 samples) were

sed in the external validation set. In this last set, samples were
elected carefully to represent all the concentration range with-
ut, however, including samples whose concentration of either
lcohol was at the minimum or at the maximum. Moreover, they
lso included the samples prepared in replicates (n = 4) aiming
o evaluate the precision of the model.

Calibration models using PLS-1 (individual calibrations for
ethanol and ethanol) and PLS-2 (simultaneous calibration

or both alcohols) were constructed. The models employed the
rst derivative of the original spectra, mean centering and full
ross-validation. Table 2 shows the results for predictions of the
ethanol and ethanol contents of 40 samples of the external val-

dation set. The values of root mean square error of prediction
RMSEP) obtained for ethanol for PLS-1 and PLS-2 were equal
.28% (v/v), whereas for methanol this value was 0.31% (v/v)
or PLS-1 and 0.32% (v/v) for PLS-2. These results indicate that
oth procedures can be used for methanol and ethanol determi-
ation when both or only one alcohol is present in gasoline. For
he constructed models, a maximum of four latent variables was
sed.
The accepted absolute error for the determination of alco-
ol content in gasoline is ±1% (v/v) (relative error of ±4%,
onsidering the concentration of 25% (v/v) of alcohol in the
asoline). In this way, it can be observed that the accuracy in

nol (0–30%, v/v) in gasoline, employing different types of pre-processed NIR
682 nm; RMSEC, root mean square error of calibration; R, correlation between

Ethanol

LV RMSECV (%, v/v) R LV

8 4 0.787 0.993 3
8 3 0.814 0.993 2
9 3 0.459 0.998 3
9 3 0.459 0.998 3
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Table 2
Results obtained for determination of methanol and ethanol in samples of the
external validation set using the calibration models constructed with PLS-1
and PLS-2 (spectral range from 1105 to 1682 nm and first derivative spectra;
RMSEP, root mean square error of prediction, R, correlation between predicted
and expected values)

Alcohol Model RMSEP Slope Intercept R

Methanol PLS-1 0.31 0.9988 0.1740 0.9996
PLS-2 0.32 0.9989 0.1769 0.9996
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Fig. 2. Results obtained for determination of methanol (A) and ethanol (B)
in gasoline samples whose composition was modified by addition of differ-
ent hydrocarbons. The horizontal lines indicated in each figure were traced
based on expected concentration values for methanol (10.0%, v/v) and ethanol
(
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thanol PLS-1 0.28 0.9935 0.0044 0.9996
PLS-2 0.28 0.9933 0.0111 0.9996

he alcohol content determination in gasoline, when NIR spec-
roscopy is used, is at least three times better than the standard

ethod. The average repeatability expressed by the estimated
tandard deviation for the proposed method (n = 4) was 0.29%
or methanol and 0.19% for ethanol, evaluated for gasoline sam-
les containing ratios of 2.5:2.5; 2.5:20.0; 15.0:12.5; 25.0:25.0
nd 30.0:2.5% (v/v) of methanol and ethanol, respectively.
hese results demonstrate that the method presents superior

epeatability compared to the standard method, being capable
o differentiate methanol and ethanol when the concentration
atio between these alcohols is higher than 10 times (30.0:2.5%,
/v methanol:ethanol).

.2. Effect of gasoline composition on the determination of
lcohol

Gasoline compositions may vary depending on the origin of
he oil used in its production and on the processing characteris-
ics of a given refinery. This fact can affect the determination of
ifferent species using NIR spectroscopy, if the total variability
f the sample matrix is not considered in the construction of
he calibration model. Thus, this work also evaluated the effect
f gasoline composition on the determination of methanol and
thanol. Changes in the sample matrix were simulated by the
ddition of linear, branched and aromatic hydrocarbons, com-
only found in some gasolines A, before preparing the solutions

ontaining the alcohols. Hydrocarbons such as n-hexane, isooc-
ane, toluene, o-xylene, m-xylene and p-xylene were added to
asoline in the concentration range from 1.0 to 8.0% (v/v),
ollowed by the addition of appropriate volumes of methanol
nd ethanol in order to make their final concentrations equal
o 10.0% (v/v) and to 25.0% (v/v), respectively. These sam-
les had their contents of methanol and ethanol predicted by the
LS model constructed with the original gasoline composition,
hose results are shown in Fig. 2. The interrupted horizontal

ines in each figure indicate the interval of concentrations delim-
ted by the value of the RMSEP obtained from the models shown
n Table 2, around the expected reference values for the alcohol
oncentrations in the samples.

It is possible to observe in Fig. 2A that the addition of n-
exane and toluene in gasoline in the 1.0–8.0% (v/v) range does

ot affect the prediction of methanol contents in gasoline, as
he results are inside of the accepted interval (RMSEP) of the
roposed method. On the other hand, the presence of others
ydrocarbons (isooctane, o-xylene, m-xylene and p-xylene) at

w
m
t
f

25.0%, v/v) and the root mean square error of prediction (RMSEP) from models
Table 2). The model was constructed using PLS-2 and the spectral range from
105 to 1682 nm. Results represent averages of two determinations.

oncentrations levels higher than 2.0% (v/v) significantly affect
he determination of methanol content, with prediction values
ower than the expected values. For instance, the addition of o-
ylene at 8.0% causes a relative error of −48% in prediction of
ethanol content.
For the determination of ethanol (Fig. 2B), it is observed that

he presence of 8.0% (v/v) of toluene as well as o-xylene in the
uel causes relative errors of −30% and +6%, respectively. The
ddition of other hydrocarbons did not produce interferences in
thanol content prediction in gasoline, as the results are inside
f the expected interval, considering the root mean square error
f prediction (RMSEP) of the model.

These results indicate that the variation of gasoline compo-
ition significantly affects methanol and ethanol determination
hen multivariate calibration models are constructed from NIR

pectra. This type of interference can be totally prevented if
he sample set used in the construction of the calibration model
epresents the total variability of gasoline composition. How-
ver, the construction of a global model would be very difficult
ecause it will requires the inclusion of samples from different
egions according with the variation of the gasoline composition,

hich, by its time, is dependent on the crude oil source. Local
odels are easily constructed, because the gasoline composi-

ion variability can be accomplished with the use of relatively
ew samples. Furthermore, in cases in which it is not possible to
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Table 3
Results obtained for determination of methanol and ethanol in samples of the
external validation set using the calibration models constructed PLS-1 and PLS-
2 with the three regions shown in Fig. 3 after first derivative spectra (RMSEP,
root mean square error of prediction)

Spectral range (nm) RMSEP (%, v/v)

Methanol Ethanol

PLS-1 PLS-2 PLS-1 PLS-2
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ig. 3. Spectra of the hydrocarbons used for alteration of the gasoline matrix
nd of the alcohols studied. A–C are defined in the text.

repare samples that represent matrix variations, the selection
f variables or spectral ranges can lead to the construction of
ore robust models.

.3. Selection of the spectral regions

Fig. 3 shows NIR spectra of methanol, ethanol and hydro-
arbons used in the study of modification of the gasoline
omposition. It is observed that in the spectral range used for
he calibration model construction there are some overlapping
bsorption bands, mainly those occurring between 1120 and
270 nm, attributed to the 2nd overtone of C–H bond stretch-
ng. On the other hand, the range between 1400 and 1700 nm,
elated to first overtone of alcohol O–H bond (methanol and
thanol), presents lower overlap with the bands produced by
he first overtone of combination bands (1350–1500 nm) due to
–H + C–H and C–H + C–C stretching. Thus, it is reasonable

o suppose that calibration models made by using this range,
r part of it, can provide more robust models, whose results are
ess dependent on the gasoline composition. In such a way, three
pectral ranges were evaluated for determination of methanol
nd ethanol (indicated in Fig. 3): region “A” (1331–1682 nm),
egion “B” (1449–1682 nm) and region “C” (1449–1611 nm).
he RMSEP values for methanol and ethanol determinations
btained for the external validation set by using the calibra-
ion models constructed using these three regions, are shown in
able 3.

For regions “A” (1331–1682 nm) and “B” (1449–1682 nm),
he RMSEP values are similar those found when the wider
pectral range is used for model construction (Table 2). For
egion “C” (1449–1611 nm) an increase in the RMSEP value
s observed, indicating a decrease in the prediction capability of
he regression model based on that spectral region. This is more

vident for ethanol when PLS-2 is used. This result indicates
hat the use of only the region of first overtone of O–H bond

akes the discrimination between methanol and ethanol, diffi-
ult since the region presenting absorption of the methyl (–CH3)

t
r
T
s

(1449–1682) 0.32 0.32 0.28 0.28
(1449–1611) 0.47 0.47 0.39 1.04

nd methylene (–CH2–) groups is not included in the calibration
odel.
By using the constructed models for the spectral data from

hese three regions, the determination of methanol and ethanol
n the same gasoline samples used for Fig. 2 construction was
arried out. For the regions “A” and “B”, the results show that
here is interference from isooctane and the three xylenes for the

ethanol determination and that toluene also begins to interfere
hen the calibration model using region “B” is employed. For

thanol determination, the interference of toluene and o-xylene
ontinues being observed. On the other hand, the models con-
tructed with region “C” show lower dependence on gasoline
omposition, as it can be seen through the data shown in Table 4.
onsidering that a relative error of 4% is acceptable for alcohol
etermination in gasoline, it can be concluded that only isooc-
ane continues causing interference in methanol determination
hile for ethanol no interference from the studied hydrocarbons

s observed.
A detailed analysis of region “C” (Fig. 3) shows that above

611 nm there are absorptions referring to aromatic hydrocar-
ons (first overtone of C–H + C–H and C–H + C–C stretching),
hich is overlapped by absorptions of O–H stretching of alco-
ols. Thus, removing this spectral region for the construction of
he calibration model minimizes the interference of aromatic
ydrocarbons. In the region below 1449 nm, methyl (–CH3)
nd methylene (–CH2–) group absorptions coming from the
ifferent added hydrocarbons, are observed. Elimination of
art of this region prevents interference of linear and aro-
atic hydrocarbons. However, if the lower limit selected for

egion “C” (1449–1611 nm) is increased to somewhat wave-
engths, lager errors are observed due to the loss of information
elated to the methyl and methylene groups present in the
lcohols. In the case of the isooctane interference, it was not
ossible to establish, in a definitive way, how much of its
nterference remains, even after carrying out the study of the
ifferent spectral regions. The most acceptable hypothesis is
hat isooctane has five methyl groups per molecule, which over-
ap with the absorption band from the only methyl group of

ethanol. On the other hand, ethanol has, besides the methyl
roup, a methylene group whose information must be used

o differentiate ethanol and methanol, which would justify the
educed interference of isooctane in ethanol determination.
he only way to deal with the interference of hydrocarbons
uch as isooctane is to ensure that the average composition
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Table 4
Results obtained for determination of methanol and ethanol in gasoline samples whose matrix compositions were modified by the addition of different hydrocarbons,
using the calibration model constructed in the spectral range from 1449 to 1611 nm

Hydrocarbonsa Methanol Ethanol

Predicted (%, v/v) Relative errorb (%) Predicted (%, v/v) Relative errorb (%)

n-Hexane 9.8 2.2 25.1 0.4
Isooctane 7.8 −21.7 25.9 3.6
Toluene 9.7 3.3 24.1 −3.6
m-Xilene 9.7 3.3 24.1 −3.6
o-Xilene 9.7 3.3 24.8 −0.8
p-Xilene 9.9 1.1 24.0 −4.0

a Hydrocarbons content equal to 8.0% (v/v).
b Calculated value in relation to predicted value for the sample without hydrocarbon addition (25.0%, v/v for ethanol and 10.0%, v/v for methanol). Results

represent averages of two determinations.

Table 5
Results obtained by PLS-1 for ethanol determination in type C gasoline samples collected from gas stations

Sample Standard method (% v/v) 1105–1682 nm 1449–1611 nm

Proposed method (%, v/v) Relative error (%) Proposed method (%, v/v) Relative error (%)

1 26.0 25.2 −3.2 26.0 0.0
2 24.0 24.6 2.3 24.7 2.9
3 26.0 25.2 −3.3 25.4 −2.3
4 25.0 24.8 −0.8 25.5 2.0
5 26.0 25.3 −2.5 25.6 −1.5
6 25.0 25.4 1.6 25.9 3.6
7 25.0 25.5 1.9 26.0 4.0
8 25.0 25.2 0.6 25.6 2.4
9 25.0 25.4 1.5 25.8 3.2

10 25.0 25.5 2.0 25.9 3.6
11 61.0 61.3 0.5 63.9 4.8
12 25.0 22.4 −10.3 24.6 −1.6
13 25.0 25.4 1.6 25.8 3.2
1
1
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4 26.0 26.5
5 25.0 24.6

alibration models were constructed using first derivative NIR spectra in the ra

f the gasoline does not change very much from batch-to-
atch.

To validate the proposed method, the ethanol contents were
etermined in 15 commercial gasoline (type C) samples col-
ected from gas stations in the Campinas region (SP, Brazil).
able 5 shows the results obtained with the PLS-1 model using
ll the spectral range and the PLS-1 model using only region
C” (1449–1611 nm). The results obtained were compared to
he alcohol content determined by the standard method (ABNT-
BR 13992) [9]. Except for samples 11 and 12, all the results
btained are within the relative error range of ±4%, accepted
or ethanol determination in gasoline, in agreement with the
tandards of the ANP (National petroleum Agency, Brazil). Prin-
ipal Component Analysis (PCA) reveals that samples 11 and 12
how different spectral behaviors from the other samples. In the
ase of sample 11, this behavior is justified by its high ethanol
ontent (61%, v/v), being, therefore, classified as an adulter-
ted gasoline. It is also interesting to note that the relative error
f 4.8% found for this sample demonstrates perhaps that the

ethod can produce good results even when the alcohol content

s higher than the upper limit of 30.0% (v/v) used in the PLS-1
alibration model. The confidence limit found for the predic-
ion of this sample also demonstrates this fact. However, this

d
b
a
i

2.0 26.4 1.5
−1.8 25.0 0.0

105–1682 nm and 1449–1611 nm

esult must be seen with caution as the majority of chemometric
lgorithms would give a very large confidence interval for this
esult.

In the case of sample 12, the results found using both models
eveal that probably the composition of this sample is quite dif-
erent from those used in calibration set and also from the other
amples collected from the gas stations. This fact is justified on
he basis of interference studies carried out, which demonstrate
hat only toluene causes negative errors on ethanol predictions
hen spectral region “C” is used for model construction. The

esults of ethanol prediction agree with the standard method.

. Conclusions

The results obtained in this work show that NIR spectroscopy
ogether with multivariate calibration (PLS-2) can be used for
imultaneous determination of methanol and ethanol in gasoline.
he main advantages are the non-destructive and non-polluting
haracteristics of the NIR method. Moreover, the method can

etermine methanol and ethanol in presence of each other,
eing appropriate for use in inspections and identification of
dulterations made by the addition of methanol to gasoline. It
s important to emphasize that the standard method does not
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ave this capability. The selection of the spectral region to be
mployed in the construction of the calibration model minimizes
nterference from linear and aromatic hydrocarbons on the deter-

ination of both alcohols. In the case of branched hydrocarbons,
t was observed that the selection does not eliminate the inter-
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bstract

A method for enantioselective determination of bromocyclen enantiomers in fish tissue has been developed. The enantiomers were resolved by
apillary gas chromatography (GC) using a commercial chiral column (CP-Chirasil-Dex CB) and a temperature program from 50 ◦C (held for 1 min),
aised to 140 ◦C at 40 ◦C min−1 and then raised at 0.2 ◦C min−1 to 155 ◦C. This enantioselective gas chromatographic separation was combined
ith a clean-up/enrichment procedure based on solid-phase microextraction (SPME). Under SPME optimized conditions, precision, linearity range

nd detection limits of the developed SPME–enantioselective GC procedure were evaluated and compared using two different detection systems:
classical electron-capture detection (ECD) and an element specific detection using inductively coupled plasma mass spectrometry (ICP–MS).
he SPME–GC–ECD method exhibited an excellent sensitivity, with detection limits of 0.2 ng L−1 for each enantiomer of bromocyclen. Although

−1 −1
CP–MS offered poorer detection limits (7 ng L as Br, equivalent to 36 ng L of each enantiomer) than conventional ECD detector, it proved
o be clearly superior in terms of selectivity. The relative potential and performance of the two compared methods for real-life analysis has been
llustrated by the determination of enantiomers of bromocyclen in spiked tissue extracts of trout.

2007 Elsevier B.V. All rights reserved.
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eywords: Enantioselective gas chromatographic separation; Chirasil-Dex;
C–ICP–MS; Fish samples

. Introduction

The significance of molecular chirality is today widely rec-
gnized in life sciences [1]. A lesser-known fact is that many
esticides also contain chiral structures and thus consist of enan-
iomers [2], even if, due to economic reasons, chiral pesticides
re primarily used as racemates (50:50 mixtures of the two enan-
iomers) [3]. Enantiomers of the same compound have identical
hysico-chemical properties [4] and thus they appear as a single
ompound in non-enantioselective analytical methods. Enan-
ioselective determinations are, however, needed because their
iological behaviour can differ considerably [1,3,5–7]. In brief,

hen dealing with chiral pesticides, it is important to obtain

ccurate analytical information to understand their stereoselec-
ive biological processes, metabolic breakdown and elimination

∗ Corresponding author. Tel.: +34 98 5103474; fax: +34 98 5103125.
E-mail address: asm@correo.uniovi.es (A. Sanz-Medel).
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phase microextraction; Organochlorine pesticides; Bromocyclen; GC–ECD;

or a complete evaluation of their risks posed to environment
nd public health [8,9].

Bromocyclen (5-bromomethyl-1,2,3,4,7,7-hexachlorobicy-
lo[2,2,1]hept-2-ene, trade-name Bromodan®, Alugan®) is a
rominated organochlorine compound belonging to the group
f cyclodiene insecticides. Due to its low mammalian toxicity,
romocyclen has been widely used as an acaricide or insecti-
ide against ectoparasites for the treatment of domestic animals
n Europe [10,11]. Because of its highly persistent and lipophilic
haracter it can be accumulated in fish and is more risky because
t persists in the aquatic environment [10,11]. In fact, relatively
igh concentrations of this insecticide have been found in fish
amples, surface water and waste water [10,11]. Up to now, nei-
her information about production quantities of bromocyclen,
or their environmental fate and toxicological properties have

een described in literature.

As several other persistent organochlorine pesticides, bromo-
yclen is chiral and applied as racemate. Studies dealing with
he enantiomeric ratios of bromocyclen has presented evidence
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hat the initial 1:1 enantiomeric ratio of the racemate is altered
n the muscle tissue of bream, indicating that the (+)-enantiomer
as preferentially degraded or the (−)-enantiomer preferentially

ccumulated [10]. However, this result appears to be contradic-
ory with the results from a previous investigation of rainbow
rout that has led to the contrary assumption [11].

On the other hand, the enantioselective determination of chi-
al organochlorine pesticides in complex matrices (e.g. biota)
s still a challenge. Besides the difficulties to find appropriate
nantioselective chromatography columns, able to separate into
nantiomers pairs each chiral congener, there is a higher risk of
o-elution because of the presence in the sample of a great num-
er of other organochlorine persistent pollutants. A few reports
n the determination of individual bromocyclen enantiomers in
sh samples have appeared in literature and the use of enantios-
lective capillary gas chromatography (CG), using a modified
yclodextrin stationary phase, and electron-capture detection
ECD) [10,11] are recommended. However, some potentially
nterfering organochlorine compounds such as PCBs may co-
lute with the bromocyclen enantiomers on the cyclodextrin
olumn used [10] and interfere using ECD. This limitation has
een mitigated by the use of extensive clean-up and fractiona-
ion steps before the GC separation [10]. However, an alternative
pproach to improve selectivity is the use of element-specific
etection techniques (more selective than ECD).

Recently, we have reported that the use of GC hyphenated
ith inductively coupled plasma mass spectrometry (ICP–MS)
etector shows a high potential for specific monitoring of het-
roelements (e.g. 31P, 34S, 35Cl, 79Br) present in pesticides [12].
oreover, we have also shown that the combination of solid-

hase microextraction (SPME) with enantioselective GC and
CP–MS detection enables “chiral speciation”, that is, sensitive
nd selective determination of the enantiomers of organophos-
horus pesticide ruelene in complex environmental samples
13].

Moreover, SPME is an extraction technique which can avoid
he general drawbacks of other traditional methods used for
ample preparation [14–16] and has been applied to the anal-
sis of organochlorine pesticides mainly in aqueous samples
17]. Application of SPME to more complex samples such as
iota is more difficult and such studies are scarce. However, as
e have demonstrated previously [18] SPME can be also used

s a simple clean-up/enrichment procedure for the analysis of
rganochlorine pesticides in fish tissue if they are extracted first
ith a suitable organic solvent via a conventional liquid–solid

xtraction procedure.
In the present study, a method of enantioselective deter-

ination of bromocyclen in fish tissue was developed taking
dvantage of the “chiral speciation” concept via ICP–MS [13].
he method is based on SPME combined with enantioselective
C using a commercial chiral column (CP-Chirasil-Dex CB)

nd ICP–MS. The performance of this approach is compared
ith that using more conventional ECD detection. Optimization

f enantioselective separation and different SPME parame-
ers, such as extraction mode, type of fibre, extraction time,
xtraction temperature, pH and ionic strength was carried
ut by GC–ECD. Later, the suitability of coupling the opti-

t
1

6
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ized SPME–enantioselective GC procedure to detect a specific
alogen (79Br, 81Br, 35Cl and 37Cl) by ICP–MS has been inves-
igated. Validation parameters such as linearity, precision and
etection limits were determined and compared for the two pro-
osed detectors. Finally, their comparative application to the
etermination of the two bromocyclen enantiomers in spiked
sh tissue extracts have been accomplished successfully.

. Experimental

.1. Reagents, standards and samples

Bromocyclen (C8H5BrCl6, MW: 393.75) was obtained from
iedel-de Haën (Seelze, Germany). This pesticide was only
vailable as the racemate. A stock standard solution of bro-
ocyclen at a concentration of 4 × 109 ng L−1 was prepared in

-hexane and stored at −20 ◦C. This solution was used for the
reparation of standard solutions of bromocyclen in methanol.
he more diluted working solutions were prepared in water

rom that methanol solution just before use. Acetone and n-
exane for pesticides residue analysis were supplied by Riedel
e Haën (Seelze, Germany), methanol for ultratrace analysis
nd sodium chloride (99.5% purity) were purchased from Merck
Darmstadt, Germany). Anhydrous sodium sulphate (analytical-
eagent grade) from Fluka (Buchs, Switzerland) was purified by
vernight heating at 300 ◦C. Ultrapure water was obtained from
Milli-Q water purification system (Millipore, Bedford, MA,
SA).
Helium (99.999%) was used as GC carrier gas and nitrogen

99.999%) was used as an additional plasma gas.
Brown trouts (Salmo trutta) of average weight 65 g (lipid

ontent 2–6% and water content 75%) were fished using elec-
rofishing equipment from a river (Pigüeña river, Asturias,
pain) located in an area without agricultural or industrial
ctivities. The fish samples were wrapped in hexane-washed
luminium foil and stored at −20 ◦C until analysis.

.2. Chromatographic equipment and experimental
onditions

GC–ECD analysis was carried out with a HP-5890 Series II
as chromatograph equipped with an electron-capture detector
Hewlett-Packard, Avondale, PA, USA). Enantiomeric sepa-
ation was investigated using a CP-Chirasil-Dex CB column
25 m × 0.25 mm i.d., Varian, Walnut Creek, CA); this column
as a maximum temperature of 200–225 ◦C. Helium was used
s carrier gas at a pressure of 10 p.s.i. The injector was equipped
ith thermogreen LB-2 pre-drilled septa of 11 mm from Supelco

Bellefonte, PA, USA) and an injection liner of 0.75 mm i.d.
Supelco) special for SPME. The injector was operated in a
plit/splitless mode, with a splitless injection time of 2 min.
he temperature of the injector was maintained at 260 ◦C and

he temperature of the detector was fixed at 300 ◦C. The oven

emperature program was as follows: 50 ◦C for 1 min, raised to
40 ◦C at 40 ◦C min−1 and then raised at 0.2 ◦C min−1 to 155 ◦C.

GC–ICP–MS analysis was carried out using a GC, Agilent
890 N (Agilent Technologies, Avondale, PA, USA) interfaced
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Table 1
SPME–GC–ECD and SPME–GC–ICP–MS operating conditions

GC–ECD parameters GC–ICP–MS parameters

Gas chromatograph HP-5890 Series II Gas chromatograph Agilent 6890 N
Detector Electron-capture detector

(ECD)
ICP–MS Agilent 7500c

Column CP-Chirasil-Dex CB
(25 m × 0.25 × mm × 0.25 �m)

Column CP-Chirasil-Dex CB
(25 × m × 0.25 mm × 0.25 �m)

Carrier gas Helium (10 psi) Carrier gas Helium (10 psi)
Injection Splitless (2 min) Injection Splitless (2 min)
Column temperature 50 ◦C (1 min) Column temperature 50 ◦C (1 min)

40 ◦C/min–140 ◦C 40 ◦C/min–140 ◦C
0.2 ◦C/min–155 ◦C 0.2 ◦C/min–155 ◦C

Detector temperature 300 ◦C GC–ICP–MS interface Agilent
Injector temperature 260 ◦C Transfer line temperature 260 ◦C

Integration time 0.1 s
Measured isotopes 35Cl, 37Cl, 79Br, 81Br
Carrier gas/Rf power Ar, 0.75 L min−1/950 W
Optional gas N2 9%

SPME conditions

SPME fibre 85 �m PA
Extraction time 45 min
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xtraction temperature
esorption temperature

o an Agilent Model 7500c ICP–MS (Agilent Technologies,
okyo, Japan) equipped with an octapole ion guide. Details
n the interface can be found described elsewhere [19]. This
nstrument can be run with or without collision gas. The
P-Chirasil-Dex CB capillary column was used for GC enan-

iomeric separation with helium as the carrier gas, while all the
C–ECD and GC–ICP–MS systems operating conditions used

re summarised in Table 1.

.3. Soxhlet extraction procedure

A previously reported sample extraction procedure was
sed [18]. Fish muscle tissue (10 g wet weight) was ground
ith 4-fold excess of activated anhydrous sodium sulphate
ntil a fine powder was obtained. This mixture was Soxhlet
xtracted with 300 mL of hexane/acetone (1:1, v/v) for 16 h. The
xtract was concentrated under vacuum rotatory evaporation to
00 mL. Aliquots of 0.5 mL of this extract were then taken for
PME–enantioselective GC analysis.

.4. SPME equipment and experimental conditions

The SPME device used for manual extraction, a holder
ssembly and several replaceable fibres, were purchased from
upelco (Madrid, Spain). Two different fibre types were com-
ared, polydimethylsiloxane (PDMS, 100 �m) and polyacrylate
PA, 85 �m). The fibres were conditioned before used, as rec-
mmended by the manufacturer, by heating at 260 ◦C for 1 h

PDMS) and heating at 300 ◦C for 2 h (PA) in the injection port of
he gas chromatograph. A magnetic stirrer hotplate from Selecta
IKA-Werke) was used for stirring and heating the samples
uring extraction. 10 mL glass vials, closed with PTFE-coated

p
c

80 ◦C
260 ◦C (5 min)

ilicone septa, for SPME were purchased from Supelco (Madrid,
pain).

Direct immersion (DI)-SPME was carried out as follows:
mL aliquots of the fish tissue organic extract from the Soxhlet
ere placed into a 10 mL Teflon-lined screw-capped vials and

vaporated just to dryness under a gentle stream of nitrogen. The
esidue was redisolved in 10 mL of 5% (v/v) methanol in water.
hen the vial was closed and placed in a water bath on top of

he hot plate stirrer and the fibre was immersed into the solution
nd kept there for 45 min at ambient temperature (25 ± 1 ◦C).
or headspace (HS)-SPME the residue (aliquots of 0.5 mL) was
edisolved in 5 mL of 5% (v/v) methanol–water and the fibre was
xposed to the solution headspace for 45 min at a temperature
f 80 ± 1 ◦C.

During extraction, in both DI and HS modes, the solution
as vigorously stirred at a constant speed with a new PTFE-

oated small magnetic stir bar. After extraction, the fibre was
hermally desorbed at 260 ◦C for 5 min into the glass liner of the
hromatograph injection port.

Possible carryover was removed by keeping the fibre in the
njector port for an additional period of time of 5 min with the
njector in the split mode. Moreover, procedure blanks were
lso run periodically during the analysis to check possible fibre
ontaminations.

. Results and discussion

.1. Optimization of the enantioselective separation
The separation of bromocyclen enantiomers has been so far
erformed just using GC with a 25 m fused-silica capillary
olumn coated with 50% heptakis-(2,3-di-O-methyl-6-O-t-
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to 8) of the sample solution was studied using adequate
HCl or NaOH solutions. Maximum extraction efficiency was
obtained at pH values 6–7. As this value corresponds to
ig. 1. Enantiomeric separation ob bromocyclen obtained by GC–ECD on a C
exane under the following conditions: 50 ◦C for 1 min, raised to 110 ◦C at 30
nder the following conditions: 50 ◦C for 1 min, raised to 140 ◦C (at 40 ◦C min−

utyldimethyl-silyl)-�-cyclodextrin and 50% OV-I70 (w/w)
10]. In this work, we investigated such separation on a
ommercially available GC column (CP-Chirasil-Dex CB
olumn) containing a stationary phase of heptakis (2,3,6-tri-O-
etil)-�-cyclodextrin directly bonded to dimethylpolysiloxane.
ptimization of the separation conditions was carried out by
C–ECD under isothermal elution, at temperatures ranging

rom 120 to 190 ◦C. The enantioselective separation was also
nvestigated under different temperature programs, such as 50 ◦C
or 1 min and then raised to 190 ◦C at different rate from 0.2
o 40 ◦C min−1. As can be seen in Fig. 1a, the enantiomers of
romocyclen could be baseline separated in about 170 min (res-
lution, RS = 1.29 calculated as RS = (t2 − t1)/(wb1 + wb2) ×
.5; t1 and wb1 retention time and peak width at the base of
he first eluted enantiomer, t2 and wb2 retention time and peak
idth at the base of the second eluted enantiomer) in the CP-
hirasil-Dex CB column under the following conditions: 50 ◦C

or 1 min, raised to 110 ◦C at 30 ◦C min−1 and then raised to
90 ◦C at 0.2 ◦C min−1. Retention times longer than 90 min were
onsidered too long from a practical point of view. Therefore,
s a compromise between resolution (RS = 0.94) and analysis
ime (70 min), we finally selected for further experiments: 50 ◦C
or 1 min, raised to 140 ◦C (at 40 ◦C min−1) and then raised to
55 ◦C at 0.2 ◦C min−1. The chromatogram obtained under these
onditions is shown in Fig. 1b.

It should be pointed out that the retention order of the
ndividual separated enantiomers of bromocyclen could not be
etermined because unfortunately such individual enantiomers
ere not available.

.2. Optimization of the solid-phase microextraction

The influence of different parameters affecting the SPME
rocess was studied. This study was carried out by enan-
ioselective GC–ECD analysis of fish tissue organic extracts
bromocyclen free) prepared as described in Section 2 and then
piked with a racemic solution of bromocyclen to obtain a final

oncentration in the SPME vial of 1000 ng L−1 of the pesticide
acemate.

Firstly, both extraction modes HS-SPME and DI-SPME were
xamined and compared using PDMS (100 �m) and PA (85 �m)

F
S
8
e

rasil-Dex CB column of standard racemic solutions of: (a) 50 × 106 ng L−1 in
in−1 and then raised to 190 ◦C at 0.2 ◦C min−1; (b) 1 × 106 ng L−1 in hexane
d then raised to 155 ◦C at 0.2 ◦C min−1.

bres at different temperatures (from 25 to 80 ◦C) and dif-
erent extraction times (from 15 to 120 min). Fig. 2 shows
hat the extraction efficiencies (peak area) obtained under opti-

um conditions by HS-SPME were better than those obtained
sing DI-SPME (for both fibres under study). Fig. 2 also
resents the comparison of extraction efficiencies for bromo-
yclen between PDMS and PA fibres. It can be seen that the PA
bre (85 �m) shows slightly better extraction efficiency than the
DMS (100 �m) with comparable relative standard deviations,

n spite of the differences in the fibre diameter which determines
bre capacity. Thus, HS-SPME mode and the PA fibre coating
ere selected for all further experiments.
The effect of extraction time, from 15 to 120 min, on the

mount of studied compound extracted by HS-SPME with the
A fibre was then investigated. The equilibrium conditions were
eached at 45 min, a value selected for the bromocyclen extrac-
ion. The extraction temperature was also studied and an increase
f the extraction efficiency (peak area) of bromocyclen was
bserved by increasing the extraction temperature from 25 to
0 ◦C. Therefore, HS-SPME work was carried out at an extrac-
ion temperature of 80 ◦C.

The analyte amount extracted by the fibre can be increased
f its solubility in water is decreased, e.g. changing the
H and/or ionic strength. The effect of the pH (from 4
ig. 2. Influence of the fibre coating and comparison between HS-
PME–GC–MS and DI-SPME–GC–MS. Conditions: extraction temperature,
0 ◦C; extraction time, 30 min; 100 �m PDMS and 85 �m PA fibres. Other
xperimental conditions in the text.
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also evaluated and the best analytical signal (peak area), for both
Cl and Br, was obtained under an extraction lens voltage setting
of −190 V, which resulted in a more efficient ions extraction
from the plasma into the mass analyser [20].
14 N. Fidalgo-Used et al. /

he sample diluted in water no pH final adjustment was
dopted.

Also, sodium chloride at various concentrations (from 0 to
0%, w/v) was added to the sample to observe its possible effect
n extraction efficiency. Results revealed that sodium chloride
as no effective to improve the pesticide extraction efficiency.
The main difficulty in HS-SPME preconcentrations in lipid

amples is a strong matrix effect that causes the decrease of
PME efficiency [18]. Indeed, the lipids of the sample having a
igh affinity with organic compounds, participate along with the
nalyte in the distribution equilibrium between the sample and
he fibre coating. In order to investigate the influence of sam-
le matrix (lipid content) on the extraction, aliquots of spiked
sh tissue organic extracts (see Section 2.3), ranging from 0.5

o 2 mL, were submitted to the HS-SPME procedure and anal-
sed by GC–ECD. In our experiments, the final concentration
f bromocyclen in the vial was 1000 ng L−1 while the content in
ipids ranged from 1 to 3 mg (this corresponds to about 0.5 mL
liquot of the fish tissue extract) to 6–10 mg (2 mL aliquot of the
sh tissue extract). A dramatic decrease in the observed extrac-

ion efficiency was obtained with increasing lipid contents in
he sample. A satisfactory recovery (>84%), determined as the
bserved peak area ratio of fish sample to ultrapure water sam-
le, both spiked with the analyte at the same level, was obtained
nly for samples with low level lipid contents (1–3 mg).

Finally, optimum desorption conditions were determined by
esting various temperatures and heating times. The time and
emperature required to successfully desorbs bromocyclen from
he PA fibre coating to the GC, with minimal carryover in a
ubsequent analysis (fibre blank), were established as 5 min at
60 ◦C.

.3. Optimization of the GC–ICP–MS system

Bromine and chlorine, the two heteroelements present in the
romocyclen are elements difficult to ionise in an argon plasma
ecause of their very high ionization potential. However, it has
een reported previously that with the addition of N2 to the
entral argon plasma channel a sensitive ICP–MS response for
hese elements can be obtained [19,20]. Therefore, the effect of
he addition of nitrogen to the ICP on the signals intensities to
oise ratios for bromocyclen, monitoring the two stable isotopes
f Cl (35Cl,37Cl) and Br (79Br, 81Br) by ICP–MS, was investi-
ated here. The results obtained have been plotted in Fig. 3. As
an be seen the signal to noise ratios increased with the percent-
ge of nitrogen relative to the argon carrier gas flow until about
10% level. Further increases of nitrogen resulted in a reduction
f the signal to noise ratio for all isotopes monitorized. There-
ore, a 9% of nitrogen was selected as the optional gas flow in
ll further experiments using ICP–MS.

Different parameters affecting the ionization of Br and Cl
n the GC–ICP–MS system such as rf power and argon car-
ier gas flow were also studied. This study was carried out by

njecting the same concentration of bromocyclen at different
ettings of these parameters and in presence of 9% nitrogen as
ptional gas. The results obtained are presented in Figs. 4 and 5,
espectively. Fig. 4 shows that the best peak area of bromocy-

F
a

ig. 4. Optimization of the rf power on the analytical signal (peak area) of
romocyclen monitoring 35Cl, 37Cl, 79Br and 81Br.

len for both measured elements (Br and Cl) was obtained for
elatively low rf powers plasma, while for the argon carrier gas
ow rate the maximum peak area for bromocyclen was obtained
t 0.7–0.8 L min−1 in both cases (Fig. 5). Therefore, best detec-
ion conditions turned out to be 9% nitrogen as optional gas,
50 W as rf power and 0.75 mL min−1of argon carrier gas flow.
t should be noted that the sensitivity obtained monitoring Cl
s about ten times lower than that obtained monitoring Br, in
pite of the fact that bromocyclen has six chloride atoms in their
tructure and there is only one bromide atom. The most abundant
sotopes 35Cl and 79Br were selected for monitoring by ICP–MS
n all further experiments.

The effect of different extraction lens voltage settings was
ig. 5. Optimization of argon carrier gas flow on the analytical signal (peak
rea) of bromocyclen monitoring 35Cl, 37Cl, 79Br and 81Br.
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Table 2
Sensitivity, repeatability and detection limit data for the enantiomers of bromocyclen

Compounda SPME–GC–ECD SPME–GC–ICP–MS (79Br)

Sensitivityb LOD (ng L−1)c R.S.D. %d Sensitivityb LOD Compound/79Br (ng L−1)c R.S.D. %e

Bromocyclen 1 1149708 0.2 5.6 7586 36.5/7.4 8.4
Bromocyclen 2 1149636 0.2 5.8 7661 36.2/7.3 8.6

a Bromocyclen 1: first eluted enantiomer; bromocyclen 2: second eluted enantiomer.
b As slope of the calibration curve area per unit of concentration.

ard deviation of the background divided by the slope of the calibration curve.
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aliquots of 0.5 mL were taken for the SPME–GC analysis, the
limits of detection referred to the fish sample were of 0.02 ng g−1

for each enantiomer of bromocyclen by ECD detection and
3.6 ng g−1 (0.7 ng g−1 as Br) by ICP–MS detection.
c LOD: detection limits calculated as IUPAC guidelines: three times the stand
d R.S.D.: relative standard deviation. Test concentration 1 ng mL−1 (n = 3).
e R.S.D.: relative standard deviation. Test concentration 1 ng mL−1 (n = 3).

.4. Analytical performance characteristics

The comparative analytical performance of the developed
PME–GC–ECD and SPME–GC–ICP–MS methodologies was
valuated in terms of linearity range, precision and detection
imits.

The linearity of the SPME–GC–ICP–MS method (monitor-
ng 79Br) was tested, using increasing concentrations of racemic
romocyclen in 5% (v/v) methanol in water, from the detection
imit up to 70,000 ng L−1 (maximum concentration of the pes-
icide assayed). The calibration curves, using peak area versus
oncentration, showed a good linear behaviour in all the tested
ange for both enantiomers and correlation coefficients (R2) of
.9991 and 0.9995 (the less retained enantiomer) were observed.
ith the SPME–GC–ECD method the calibration plots were

ound to be linear at least up to 3000 ng L−1, with correlation
oefficients (R2) of 0.9999 and 1, respectively.

The repeatability, in terms of percent relative standard devia-
ion (% R.S.D.) of peak area, was determined by three replicate
nalysis of a racemic standard solution of bromocyclen at a con-
entration level of 1000 ng L−1 by both methods under scrutiny.
s shown in Table 2, the observed relative standard deviation by
PME–GC–ICP–MS was slightly worse than that obtained by
PME–GC–ECD at such low level of pesticide concentration.

Table 2 also shows the observed detection limits (IUPAC cri-
eria of three times the standard deviation of the background
ivided by the slope of the calibration curve) for both tech-
iques under study. As expected, detection limits obtained by
PME–GC–ICP–MS (monitoring 79Br) turned out to be much

orse than those obtained by ECD detection. However, as
able 2 shows both techniques allow detection limits at the
g L−1 (ppt) level. Since bromocyclen in a 10 g of sample (fish

able 3
ecoveries of bromocyclen enantiomers in spiked fish samples using
PME–GC–ECD and SPME–GC–ICP–MS

ompound SPME–GC–ECDa SPME–GC–ICP–MS (79Br)b

Recovery (%) (mean ± S.D.) Recovery (%) (mean ± S.D.)

romocyclen 1 84 ± 0.5 88 ± 1
romocyclen 2 84 ± 2 89 ± 2

romocyclen 1: first eluted enantiomer; bromocyclen 2: second eluted enan-
iomer.

a Fish samples (spiked at 10 ng mL−1 level, n = 3).
b Fish samples (spiked at 10 ng mL−1 level, n = 3).

F
v
7

ig. 6. Chromatograms of spiked fish tissue (final concentration in the SPME
ial of 500 ng L−1) obtained by SPME–GC–ECD. Experimental conditions in
he text.

uscle tissue) was dissolved in 100 mL of organic extract and
ig. 7. Chromatograms of spiked fish tissue (final concentration in the SPME
ial of 1000 ng L−1) obtained by SPME–GC–ICP–MS (monitoring 35Cl and
9Br). Experimental conditions in the text.
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.5. Application to real samples

Finally, the suitability of the proposed SPME–GC–ICP–MS
ethod for the determination of enantiomers of bromocyclen

n real samples was investigated by analysing real fish tissue
amples (brown trout). The levels of bromocyclen enantiomers
n the samples were originally below the detection limits for
oth methods. Therefore, in order to evaluate the accuracy of
he developed methods, the same fish tissue samples were spiked
ith the pesticide.
The recoveries were studied by spiking fish tissue organic

xtracts (n = 3) with a standard mixture of racemic bromocyclen
t a concentrations level of 10,000 ng L−1 and analysed by the
wo assayed methods. The results obtained were compared with
hose obtained by similar analysis of racemic standard solutions

ade up just in Milli-Q-water. The mean recoveries obtained
or each enantiomer of bromocyclen in the fish tissue sample
ere higher than 84% by both methods and slightly better using

CP–MS detection (more selectivity) (see Table 3).
Typical SPME–GC–ECD and SPME–GC–ICP–MS cro-

atograms of one of the analysed “spiked fish tissue” are
resented in Figs. 6 and 7, respectively. However, as can
e seen in Fig. 6 the chromatographic profile obtained by
PME–GC–ECD is quite dirty with a lot of peaks, corresponding

o unknown compounds present in the extract of the fish sam-
les, which elute during the chromatographic run. As expected,
hen the detection is carried out by ICP–MS (monitoring both,
r and Cl) the chromatogram is much cleaner (see Fig. 7) due to

he Br- and Cl-specificity of the detector. Thus, the high selectiv-
ty achievable by ICP–MS detection together with the adequate
ensitivity obtained (low ng g−1 range) make the GC–ICP–MS
oupling system an interesting alternative to GC–ECD in the
nalysis of samples with complex matrices.

. Conclusions

HS-SPME has proved to be a very effective technique for
he clean-up of racemic bromocyclen extracts from fish tissue
amples, prior to enantioselective GC separation on a commer-
ial cyclodextrin column (CP-Chirasil-Dex CB). The developed
rocedure is simple, rapid and allows sample manipulation to be
ubstantially reduced as compared to more conventional sample
reparation alternatives.

Furthermore, the successful development of a method for
he chiral speciation [13] of bromocyclen based on the combi-
ation of such HS-SPME–enantioselective GC procedure with
CP–MS detection has been worked out and compared with a
ore conventional ECD detection.
The comparison of the two methods illustrates their relative
dvantages and drawbacks. Both methodologies show adequate
nalytical performance characteristics in terms of linearity range
nd precision with recoveries higher than 84% for both enan-
iomers of bromocyclen. The addition of nitrogen as optional gas

[

[

ta 75 (2008) 710–716

o the plasma and the optimization of the different instrumental
arameters such as plasma conditions and lens settings increased
he analytical sensitivity of the SPME–GC–ICP–MS method-
logy and allowed to obtain detection limits in the ppt level
36 ng L−1 of the compound, 7 ng L−1 as Br and 88 ng L−1 as
l). Such detection limits are clearly higher than those obtained
y SPME–GC–ECD (0.2 ng L−1), but halogen specific detec-
ion by ICP–MS proved to be superior to the ECD detection
n terms of selectivity. This aspect may become critical for
nantioselective analysis of complex samples of environmen-
al interest where co-elution problems on the chiral GC column
an very often take place [10]. In such cases resorting to ICP–MS
etection could solve the problems.
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bstract

In recent years, conducting polymers combined with metallic nanoparticles have been paid more attention due to their potential applications
n microelectronics, microsystems, optical sensors and photoelectronic chemistry. The work presented in this paper describes the preparation and
haracterization of a nanocomposite composed by a thin polypyrrole (PPy) film covered with an assembly of magnetic nanoparticles (NPs). The
agnetic particles were immobilized on PPy films under appropriate magnetic field in order to control their organization on the PPy film and
nally to improve the sensitivity of the system in potential sensing applications. The electrical properties and morphology of the resulting PPy film
nd the PPy film/NPs composite were characterized with cyclic voltammetry, impedance spectroscopy (IS), scanning electron microscopy (SEM),

tomic force microscopy (AFM) and infra-red spectroscopy (IR). By using streptavidin labeled magnetic particles it was possible to functionalize
he NPs assembly with biotin-Fab fragment K47 antibody. The designed biosensor had been successfully applied in rapid, simple, and accurate

easurements of atrazine concentrations, with a significantly low detection limit of 5 ng/ml.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Polypyrrole (PPy) is a semiconducting polymer that has
roven to be relatively highly conductive, easy to synthesize, and
nvironmentally stable [1–3]. PPy can be prepared by plasma
nd vapor phase polymerization techniques. In applications like
oating dielectric materials, the most suitable process is the in
itu chemical polymerization, because it provides relatively high
onductivity as well as suitable thickness and uniformity of the
lm [2]. Moreover, PPy have been paid more attention due to

heir potential application values in microelectronics, microsys-
ems, optical sensors and photoelectronic chemistry [4–6]. Most
f the optical, electrical and morphologic properties of the PPy
epend on the synthesis procedure as well as on the dopant

ature.

In many recent works, PPy films are found to be associated
ith metallic nanoparticles (NPs) [7]. The development of such
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particles

anocomposites is essentially motivated by their high analyti-
al sensitivity in sensing applications [8]. Different properties
merging from the nanostructuration with NPs are at the origin
f the increased sensing sensitivity. The NPs size and high sur-
ace area have first the ability to facilitate direct and fast electron
ransfer between the nanocomposite and the transducer. Second,
hen compared to homogeneous bulk matrices, the high surface

rea of the NPs assembly also leads to nanoporosity for signal
mplifications and increased sensitivity toward surface adsorp-
ion or surface reactions [9–11]. Because of the same geometric
roperties the NPs assembly also allows minimum diffusion of
he target molecule, and in the same time, miniaturization of
he device. Finally it was shown that the selectivity of the sensor
ould be enhanced by tuning the molecular interactions between
he NPs and linker molecules. The improvement of the sensing
roperties resulting from the nanostructuration is such that var-
ous routes were proposed in order to incorporate NPs either in

he PPy film [12–16] or by synthesis of the metallic NPs directly
n the PPy film [17–19].

In this work, PPy films were prepared by electropolymer-
zation and covered in a second step by streptavidin labeled
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agnetic particles using a controlled magnetic field. This
ethod allowed us to control the distribution and morphology

f the NPs assembly on the PPy film for improved sensing
pplications. Electrical and morphological properties of both
Ps covered and uncovered films, were assessed by using
oltammetry, impedance spectroscopy (IS), scanning electron
icroscopy (SEM), atomic force microscopy (AFM) and infra-

ed spectroscopy (IR). In order to test the performance of this
anocomposite electrode in biosensing applications, biotin-Fab
ragment K47 was immobilized on the streptavidin labeled mag-
etic particles. This system was successfully used in detecting
trazine with a detection limit of 5 ng/ml.

. Experimental

.1. Chemicals and particles

Pyrrole monomer (98%) and lithium perchlorate (LiClO4)
as purchased from Sigma–Aldrich (France). Atrazine was
urchased from Supelco, Bellefonte, Pennsylvania, USA. The
ntibody Fab 60 fragment K47 was obtained from Technische
niversität München, Germany, and then labeled with biotin

n the Institut National de la Recherche Agronomique (INRA),
aris, France. The buffer solution used for all experiments
as phosphate buffered saline (PBS) containing 140 mM NaCl,
.7 mM KCl, 0.1 mM Na2HPO4, 1.8 mM KH2PO4, pH 7 and the
edox couple Fe(CN)6

3−/Fe(CN)6
4− at a 5 mM concentration.

ll reagents were of analytical grade and ultrapure water (resis-
ance 18.2 M� cm−1) produced by a MilliporeMilli-Q system
as used. The magnetic particles coated with streptavidin are
e2O3 particles characterized by a mean diameter of 200 nm
nd purchased from Ademtech SA, Pessac, France.
.2. Gold electrodes cleaning

The gold electrodes were cleaned with organic sol-
ents (acetone and ethanol) and with piranha solution (1:3

(
a
m
K

Fig. 1. A schematic diagram of the immunosensor showi
75 (2008) 740–747 741

2O2—concentrated H2SO4) for 1 min. After each treatment,
he gold substrates were rinsed with ethanol and dried under
itrogen flow.

.3. Electropolymerization

The PPy film was coated on a gold electrode using cyclic
oltammetry. The gold electrode was bulked in an acetonitril
olution (Bu4NPF) containing pyrrole monomer (C4H5N 0.1 M)
nd lithium perchlorate (LiClO4 0.1 M). The potential sweep
as used instead of a polymerization in potentiostatic mode in
rder to obtain a smoother film. The potential sweep was per-
ormed from −300 to 1100 mV with 25 mV/s scan rate for 6
ycles. Three-electrodes cells were used, a platinum as counter
lectrode, calomel reference electrode and gold substrate as
orking electrode.

.4. Cyclic voltammetry

Cyclic voltammetry measurement was performed in a 5 mM
olution of redox couple Fe(CN)6

−4/−3 prepared in PBS buffer.
canning potential was conducted between −600 and 600 mV
ith 100 mV/s scan rate. Cyclic voltammetry enabled the detec-

ion of PPy and magnetic beads film immobilized on gold
urface.

.5. Impedance spectroscopy

The impedance analysis was performed with the Volta-
ab 40 impedance analyser in the frequency range 0.05 Hz to
00 kHz, using a modulation voltage of 10 mV. A three-electrode
ystem was employed with a saturated calomel electrode

SCE), an immunosensor working electrode (0.11 cm2), and
platinum strip counter electrode (0.54 cm2). The impedance
easurements were performed in the presence of a 5 mM
3[Fe(CN)6]/K4[Fe(CN)6] (1:1) mixture as redox probe in PBS.

ng the stepwise immunosensor fabrication process.



7 lanta

T
o
p
e
p
i

2

P
F
w
i
a

2

D
m
t
t
w

2

i
i
c
s
o
t

F
F
b
w
b

u
l

3

3

c
o
m
s
(
b
o
o
d
fi
o
i
t
d
b
c
w

3

tic tool for the investigation of the electrical behaviour of an
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he measured spectra of the impedance was analysed in terms
f electrical equivalent circuits model using a Zview modelling
rogramme (Scribrer and associates, Charlottesville, VA). All
lectrochemical measurements were carried out at room tem-
erature and in a faraday cage. More details on electrochemical
mpedance spectroscopy (EIS) can be found in Refs. [20–23].

.6. Scanning electron microscopy

Electron micrographs of gold electrode functionalized with
Py, with and without the NPs assembly, were observed with a
EI QUANTA 400 model scanning electron microscope (SEM)
orking at an accelerating voltage of 30 keV. Since this electrode

s a conducting material all observations were preformed without
ny prior gold sputtering.

.7. Atomic force microscopy

Electrode surfaces were imaged with a D3000 AFM from
igital Instruments. All images were acquired in the tapping
ode, processed by means of a plane fit and finally flattened in

he first mode using a built-in software procedure. Because of
he high roughness of the PPy electrode surface, the scan rate
e applied was relatively low (0.1–0.5 Hz).

.8. Fourier transformed infra-red spectroscopy

Burcker IFS66VIS spectrometer equipped with a middle
nfrared (MIR) source, a DTGS detector and a KBr separat-
ng mirror was used to obtain the FTIR spectra. Our method

onsisted on recording the spectrum of the cleaned gold sub-
trate and then the gold substrate with PPy film. The spectrum
f the cleaned electrode served as a reference. The ratio of the
wo spectra gave the spectrum of the PPy. The same method was

ig. 2. Cyclic voltammograms (CVs) with 100 mV s−1 scan rate in a 5 mM
e(CN)−4/−3 solution (PBS, pH 7.0), after different steps of modification: (a)
are gold electrode, (b) PPy film modified gold electrode, (c) PPy covered
ith streptavidin labeled magnetic particles, (d) immobilization of the antibody
iotin-Fab fragment K47 and (e) BSA blocking layer.

e
d
t

F
m
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F
s
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75 (2008) 740–747

sed to confirm the deposition of the functionalized streptavidin
abeled magnetic NPs.

. Results and discussion

.1. Cyclic voltammetry

Cyclic voltammetry is an electrochemical technique, which
an be used to study the kinetics of oxido-reduction reaction
n material, their insulating and conducting properties. The
olecular structure of the biosensor developed in this work is

hown in Fig. 1. Cyclic voltammograms of the gold electrode
Fig. 2a) shows a reversible phenomenon, which is the typical
ehaviour of gold surface with redox couple. The two peaks
f the cathodic and anodic waves of redox probe have been
btained. After modification of the gold surface with PPy, the
c-current increases due to the conducting properties of the PPy
lm (Fig. 2b). After immobilization of the magnetic particles
n the PPy film, the direct current decreases due to the insulat-
ng properties of the functionalized film (streptavidin) covering
he particles (Fig. 2c). The same explanation applies for the
ecrease of the direct current after immobilization of the anti-
ody (Fig. 2d) and after the BSA blocking step (Fig. 2e). To
onfirm all these results, impedance spectroscopy measurements
ere performed on those systems.

.2. Impedance spectroscopy

EIS has been widely recognized as a powerful diagnos-
lectrochemical system in which various processes proceed at
ifferent rates [23–27,20]. The EIS can further give informa-
ion on the impedance changes of the immunoelectrode surface

ig. 3. Nyquist diagram (Zre vs. Zim) for the faradic impedance measure-
ents corresponding to (a) bare Au-electrode and (b) PPy film functionalized
u-electrode. All measurements were performed in PBS (pH 7.0) + 5 mM
e(CN)6

−4/−3 solution. Amplitude of alternating voltage 10 mV. Solid curves
how the computer fitting of the data using the equivalent circuits shown in
ig. 4.
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Fig. 5. Nyquist diagram for the faradic impedance measurements corresponding
to (a) PPy film/Au-electrode, (b) streptavidin labeled magnetic parti-
cles/PPy film/Au-electrode, (c) biotin-Fab fragment K47 antibody/streptavidin
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Fig. 4. Equivalent circuit used for impedance spectra.

n the modification process. The complex impedance can be
resented as a combination of the real impedance (Zre) and
maginary impedance (Zim), Nyquist plot. Typical Nyquist plots
or gold electrode and gold/PPy film from 50 mHz to 100 kHz
t −1200 mV potential (versus calomel electrode), with 5 mM
edox couple, are shown in Fig. 3. A more stable PPy film in liq-
id medium was obtained for an applied electrical potential of
1200 mV versus calomel electrode. Impedance spectra may be

nterpreted through equivalent circuits representing the different
rocesses involved in the description of the system with discrete
lectric elements. We have used in the present work the Randles
quivalent circuit modified by inclusion of distributed elements
o take into account the finite spatial extension of the system
nder study [25,26,20]. This latter manifest in impedance spec-
ra as ‘depressed’ semicircles, with their origin located below the
eal axis. The equivalent circuit used for the interpretation of the
ata is shown in Fig. 4, diffusion is represented by Warburg ele-
ent. A CPE was thus used to represent the non-homogeneous

ature of the electrode material, the electrode material and the
istribution of relaxation time of the processes occurring within
t, with impedance given by [25,26,20]:

=
(

1

σ

)
(jω)−α

here σ and α are positive constants.
A CPE describes a capacitor when α= 1, in which case σ = C,

nd tends to a resistor as α→ 0. The presence of a CPE with
<α< 1 depresses high frequency semicircles below the real
xis. The semicircle diameter of EIS equals the electron trans-
er resistance, Rm. This resistance controls the electron transfer
inetics of the redox probe at the electrode interface. Curve a in

ig. 3 shows EIS of the bare gold electrode.

It can be seen that the bare gold electrode exhibits a semicir-
le giving the resistance equal to 1020� cm2. After the bare
old electrode was modified with PPy film, the EIS of the

i
i
p
w

able 1
itting values of the equivalent circuit elements for PPy, magnetic layer, after binding

PPy film Streptavidin labeled magnetic particles

s(� cm2) 24.26 24.23

m (� cm2) 849.7 1593
(�F cm−2) 71.77 86.77

0.9 0.84
(m� cm2) 12.67 60
les/PPy film/Au-electrode. Solid curves show the computer fitting of the data
sing the equivalent circuits shown in Fig. 4. Symbols show the experimental
ata.

odified electrode shows a lower interfacial resistance equal
t 849.7� cm2 (curve b in Fig. 3). The decrease in Rm resis-
ance indicates an increase in the conductivity, which confirms
he results obtained with cyclic voltammetry.

The PPy film was covered with magnetic particles labeled
ith streptavidin using a magnetic field (0.3 mT). Fig. 5 shows

he impedance spectrum of a PPy film coated gold electrode
curve a) compared with streptavidin labeled magnetic parti-
les surface (curve b), with an antibody-immobilized surface
curve c) and with BSA blocking layer (curve d). Note that all
he spectra are almost similar, containing a distorted semicir-
le. The diameter of the semicircle provides an estimate of the
lm charge transfer resistance. Using the same equivalent cir-
uit model described in Fig. 4, an excellent fitting between the
imulation and experimental spectra was obtained. The values
btained for the different elements composed the equivalent cir-
uit are shown in Table 1. The resistance of the studied interface

ncreases after the immobilization of each step. This increase
s due to the decrease of the conductivity due to the insulating
roperties of grafted layers. This confirms the results obtained
ith cyclic voltammetry.

of the antibody and blocking with BSA

Antibody: biotin-Fab fragment K47 Blocking layer: BSA

22.95 24.36
2196 2377

85.52 82.08
0.86 0.9

50 23
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Fig. 6. SEM micrographs of the

.3. Scanning electron microscopy

Fig. 6 shows two SEM micrographs of a PPy film surface
ormed after 6 deposition cycles. These micrographs reveal
he cauliflower morphology usually observed for electrochem-
cally deposited PPy films which is attributed to the nodular
ractal-type growth of these polymers [28,29]. SEM observa-
ions associated with optical microscopy observations showed
hat such a film grew uniformly over the whole surface of the
lectrode. After deposition of the NPs, the surface of the PPy
lm seems to be smoother and the cauliflower structure is less

ronounced as shown in Fig. 7a and b. Moreover cracks are
learly observable in the NPs assembly probably due to con-
traints emerging during the drying step. The side view of the
Py film/NPs assembly composite shown in Fig. 7c and d were

i
T
a
[

ig. 7. SEM micrographs of the magnetic NPs assembly covering the PPy film. Top
nd the white arrow the NPs assembly.
film formed on gold electrode.

bserved after breaking the sample in two parts. One can clearly
ee the thicknesses of both the PPy film and the NPs assembly
hich are, respectively around 2 and 4 �m. The morphology of

he NPs assembly shown in this image fulfill the porosity and
arge surface area conditions for high sensitivity of the sensor.

rinkling of the PPy film may come from the fracture of the
ample.

.4. Atomic force microscopy

The atomic force microscopy images of the PPy film shown

n Fig. 8 confirm the SEM observations at the microscopic scale.
he micrometric structure of the polymer is still characterized by
cauliflower morphology as expected for a fractal morphology

30]. However, the high roughness of this surface does not allow

view (a) and (b), side view (c) and (d). The black arrow indicates the PPy film
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Fig. 8. Top (a) and 3D (b) AFM images of a PPy film showing the

tomic force microscopy acquisitions on large area. The NPs
ssembly is clearly observable with atomic force microscopy as
hown in Fig. 9. Cracks in the NPs assembly are again present
t microscopic scale as under SEM at larger scale. Both SEM
nd AFM observations allow us to assess for the distribution of
oth the PPy and the NPs on the electrode, which should provide
nhanced adsorption and sensitivity in sensing application.

.5. FTIR

The infrared absorption spectra of PPy films without and
ith functionalized magnetic particles are shown in Fig. 10. The

hown spectra is nearly same in the two cases, indicating that the
tructure of PPy film was not changed after particles immobiliza-
ion. The broad band at 3440 cm−1 corresponds to the absorption
f N–H stretching vibration mode. The absorption at 1635 and
554 cm−1 assigned to the C C and C–C ring stretching mode,

espectively. The bands at 1365 and 1189 cm−1 are assigned to
–H and C–N stretching vibrations [31–34]. The peaks located
t 907, 786 and 676 cm−1 should be assigned to C–H out-of-
lane deformation, C–H out-of-plane ring deformation and C–C

b
t
b
i

Fig. 9. Top (a) and 3D (b) AFM images of a PPy film (6 cycles) covered
ower structure of this polymer. Z range on the 3D view is 200 nm.

ut-of-plane ring deformation, respectively [35,36]. No peak
as been observed at 1700 for C O stretching, which suggests
hat the pyrrole is not overoxidized. After the immobilization
f streptavidin functionalized magnetic particles, the measured
pectra shows an increase of the peak intensity below 1500 cm−1

nd the presence of a band located at 2040 cm−1. This band is
ttributed to one of the vibrations mode of streptavidin.

.6. Biosensor application

Atrazine (2-chloro-4-ethytlamino-6-isopropylamine-1,3,5-
riazine) is a worldwide and commonly used herbicide. Despite
t is usually considered toxic only at high doses, it was shown
ecently that atrazine may interfere with metamorphosis and
ex differentiation even at low and ecologically relevant doses
37]. The detection of this pollutant is of fundamental impor-
ance for environmental safety and human health. In this work

iotinylated Fab fragment K47 was covalently bound to the par-
icles through streptavidin/biotin linkage. This allows specific
ounding of atrazine on the NPs and variation of the electrode
mpedance response. Atrazine–antibody interactions were mon-

with an array of nanoparticles. Z range on the 3D view is 600 nm.
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nd PPy/streptavidin labeled magnetic particles.
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Fig. 10. FTIR spectra for pure PPy film a

tored by impedance spectroscopy at −1200 mV. The impedance
ariation after atrazine injections in the range of 0–70 ng/ml are
hown in Fig. 11. The semicircle diameter in the Nyquist plot is
ncreasing with the atrazine concentration, implying that more
mount of atrazine was linked to the interface.

The change of the charge transfer resistance �R is obtained
y subtracting the resistance of the immobilized BSA layer
rom the resistance of the resultant immuno-complex. As for
he control, �R is obtained by deducting the resistance of the

Py/BSA film from the resistance of the antibody–atrazine com-
lex. Fig. 12 shows an increase in the charge transfer resistance
R with the increment of atrazine concentration in the range

f 0–170 ng/ml. These results revealed that the presence of the

ig. 11. Complex impedance plots of antigen–antibody/streptavidin labeled
agnetic particles/PPy film/Au-electrode under various concentrations of anti-

en. The concentrations of antigen (ng/ml): (a) 0; (b) 5; (c) 10; (d) 70. Applied
requency from 0.5 Hz to 100 kHz.

F
s
n

P
m
N
W
c
c

4

o
A
i
I
p

ig. 12. Calibration plots for the immunosensor in PBS + 5 mM Fe(CN)6
−4/−3

olution at pH 7.0 in the presence of different concentrations of atrazine and
on-specific antigen.

Py film under the NPs assembly increases over four orders of
agnitude the sensitivity of the sensor as compared to only the
Ps assembly, with an excellent detection limit of 5 ng/ml [38].
hereas the response of the immunosensor to different con-

entrations of non-specific molecules (IgG mouse antigen) was
learly non-significant.

. Conclusion

In this work, we report the preparation and characterization
f a nanocomposite PPy/NPs films for biosensor applications.

n assembly of magnetic particles labeled with streptavidin was

mmobilized on the PPy film under appropriate magnetic field.
n a second step, biotin-Fab fragment K47 antibody was cou-
led to the particles through streptavidin for atrazine detection.
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he designed biosensor is characterized by high sensitivities and
ow detection limits (5 ng/ml atrazine or 2.3 × 10−8 M). This
tudy demonstrates that the assembling of magnetic NPs under
agnetic field on conductive polymer films (PPy for example),

s a convenient way to construct easily and rapidly sensitive
anocomposites electrodes. The NPs assembly on the PPy film
as shown to be uniform and stable enough to be used in biosens-

ng applications, and suggests that the method developed in
his work could be useful for the fabrication of other biological
ensors.
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Edvaldo da Nóbrega Gaião, Sérgio Ricardo Bezerra dos Santos, Vagner Bezerra dos Santos,
Elaine Cristina Lima do Nascimento, Renato Sousa Lima, Mário César Ugulino de Araújo ∗
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bstract

A microcontrolled, portable and inexpensive photometer is proposed. It uses a near infrared light emitting diode (NIR LED) as radiation source, a
bSe photoresistor as infrared detector and a programmable interrupt controller (PIC) microcontroller as control unit. The detector system presents
thermoresistor and a thermoelectric cooling to control the detector temperature and keep the noise at low levels. The microcontroller incorporated

otal autonomy on the proposed photometer. As its components are inexpensive and of easy acquisition, the proposed NIR LED-photometer is an

conomical alternative for chemical analyses in small routine, research and/or teaching laboratories. By being portable and microcontrolled, it also
llows carrying out field chemical analyses. The instrument was successfully applied on the screening analysis to verify adulteration in gasoline
amples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The light emitting diode (LED) [1] is a semiconductor device
sually adapted on portable photometers (LED-photometers) as
adiation source because it confers some advantages for optical
nstruments [1,2] as simplicity, easy operation, light stability and
ow power and cost.

LED-photometers are usually applied as dedicated instru-
ents since ordinary LEDs emit only a fairly narrow band

adiation with half maximum intensity of about 20–50 nm [1,2].
hen spectrophotometers are constructed for general purpose,

omplex configurations to adapt a higher number of LEDs [3,4],
nterference filters [5,6] or grating monochromators [7] must be
dapted to select the desired wavelengths. These are modifica-
ions that naturally increase the complexity and consequently
he cost of the instrument.
Since the beginning, LEDs for analytical purposes are
asically emitters of visible radiation [8] and most of the LED-
hotometers are applied on spectrometric determinations in flow

∗ Corresponding author. Tel.: +55 83 216 7438; fax: +55 83 216 7437/7117.
E-mail address: laqa@quimica.ufpb.br (M.C.U. de Araújo).
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ing analysis; Gasoline

njection analysis, area where they are widely used [9–15]. On
he other hand, the sort of infrared (IR) LED emitters was limited
1,2] and so was its analytical applications. Advances in the IR
ED construction enabled to develop good near infrared (NIR)
EDs [2] for analytical purposes. Also, chemometric techniques

16] allowed to apply NIR technology [17] to analyze very
iverse materials [18–22].

Although the application of analytical procedures based on
IR methods have increased in recent years [23,24], NIR LED-
hotometers developed and commercialized based on screening
hilosophy were not elaborated. The screening analysis [25]
s a qualitative procedure based on binary answers like pos-
tive/negative or yes/no useful to take timely decisions for
dentification of measurements or sample classification. In the
creening analysis, for example, only the samples that surpass
n established threshold, for example a cut-off concentration,
re directed for a deeper analytical procedure. As advantages,
ast analytical assays and minimization of cost are achieved.

In this work was constructed a portable and microcontrolled

IR LED-photometer (NLP) applied on the screening analy-

is of gasoline type C, a Brazilian blended gasoline having 25%
v/v) ethanol, aiming at to verify its conformity in regard to some
f its principal adulterants (solvents and kerosene) in Brazil. The
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LP was developed to present total autonomy and all the advan-
ageous characteristics of the LED-photometers. As detector was
sed a PbSe photoresistor equipped with a temperature sensor
nd refrigerated by a thermoelectric cooler. The detector system
ept the noise at very low levels permitting to carry out very pre-
ise measurements. With the microcontroller unit was possible
o control external devices, perform analytical data acquisition
nd display the results on a liquid crystal display (LCD).

. Experimental

.1. Sample, solvents and kerosenes

Thirty-five samples of pure gasoline, 10 of solvent and 10 of
erosene, all of different manufacturers were purchased, respec-
ively, from gas stations and markets at João Pessoa and Bayeux
ities, state of Paraiba, Brazil.

Twenty-five samples of gasoline were used as blank and 10
ere used to prepare adulterated gasolines. Thus, solvent adul-

erated gasolines having a adulterant concentration of 2.0, 3.0,
.5, 4.0, 4.5, 5.0, 5.5 and 6.0% (v/v) were prepared by spik-
ng the respective volume of solvent into pure gasoline samples.
lso, kerosene adulterated gasolines were prepared by adding

he respective volume of kerosene into pure gasoline in order
o obtain 2.0, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0 and 7.0% (v/v) of
dulterant. For each adulteration level were prepared 10 sam-
les.

.2. NIR spectra

A FT-NIR/MIR spectrometer PerkinElmer, model GX,
quipped with a quartz cell presenting an optical path length
f 1.0 cm was used to register the NIR spectra of the gasoline
amples. A spectral resolution of 4 cm−1 and 16 scans were used.
he NIR region in the range 1000–1700 nm was adopted for this
tudy. The absorbance values for wavelengths above 1700 nm,
hich are associated to the first overtone of OH and CH vibra-

ional transitions, are very intense and lead to saturation of the
etector.

.3. The NLP

The observation of the NIR spectra (Fig. 1) allowed defining
he spectral region around 1550 nm as the most adequate for
dentification of the gasoline adulteration. As showed in Fig. 1,
learly there exist very different response intensities between
dulterants and pure gasolines which are not so expressive in
ther regions and that enable an accurate distinction between
hese materials. At 1550 nm, the absorbance intensities from
asoline samples are lower than that from solvent but higher
han that from kerosene. Thus, it is expected an increasing of
he absorbance intensities when solvent is added in the gasoline
amples and a decreasing when the adulteration is carried out

y kerosene.

Another advantage of this region is the broad absorption band
resented by the analyzed samples that compensates the broad
IR LED emission band (±50 nm). Closer wavelengths as that

c

a
t

ig. 1. NIR spectra of 10 samples of solvent (dashed line), 35 of gasoline (solid
ark line) and 10 samples of kerosene (solid light line).

nes around 1200, 1400 and 1650 nm could not produce a linear
nalytical signal due to the NIR LED bandwidth limitation.

Therefore, a NIR LED (L1550-35k42, Epitex incorp.) with
n InAsGaP substrate and 1550 nm emission wavelength was
sed as radiation source in the NLP.

For detection of the NIR LED radiation, a PbSe photore-
istor (PR2-27-20-320, RMT Ltd.) with 2 mm sensitivity area
nd detection limit at 2700 nm was used. The detector pack-
ge involves three devices: the PbSe photoresistor chip that
enerates the analytical signal under infrared radiation, a NTC
hermistor for temperature control and a thermoelectric cooler
or refrigeration of the photoresistor.

The NIR LED and detector were adapted 3 cm apart on two
erspex® fixed bars and a 2 cm quartz cell was fitted on a support
etween them. The support presents a central hole with 1 cm
iameter which allows radiation to pass throughout the cell and
o reach the detector.

Fig. 2 shows details of the components of the NLP.
ll the electronic components were adapted into a box of
0 cm × 15 cm × 10 cm and the optics is adapted into the cell
ompartment upon this box.

Fig. 3 shows the block diagram of the NLP. The instrument
ses as control unit a PIC 16F877 microcontroller programmable
ith C language and driven by a stabilized power supply or
y 9 V batteries. The microcontroller presents a 10-bit multi-
hannel analog to digital converter (A/D), 8 k × 14 words of
ash program memory, 256 × 8 bytes of EEPROM data mem-
ry, 368 × 8 bytes of RAM, three timers and three ports with
ight channels (multiplexed pins) each, for general purpose,
hat can be configured for data acquisition. The microcontroller
llows drastic reduction of the number of electronic compo-
ents on the photometer and makes possible to introduce or alter
unctionalities in the instrument without any hardware modifi-
ation.
The NIR LED control module pulses the NIR LED radiation
t 50 Hz. The module turns the NIR LED on for readings of
he analytical signals and off for determination of instrumental
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Fig. 2. Details of the NLP.

oise. These signals are detected, filtered and amplified in the
etection module of the NLP. After being processed, both sig-
als are transmitted to the A/D converter, selecting the respective
hannel, to generate digital analytical signals that are converted
nto absorbance data. After digitalization the absorbance data
re sent by the microcontroller for the LCD module which
ses a WH-1602A character type LCD with an eight bits data
nd a three bits control buses. In this work, the communica-
ion between microcontroller and LCD was always carried out

ith seven bits, four for data transmission and three for data

ontrol.
The temperature control module controls the detector temper-

ture. Temperature signals furnished by a NTC thermistor with

Fig. 3. Block diagram of the NLP.
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temperature coefficient of −3.4%/deg (20 ◦C) located into the
etector package, enables the microcontroller to change the elec-
ric current on the thermoelectric cooler to keep the operation
emperature of the detector on a fixed value (5 ◦C).

A clock elaborated with a 4 MHz piezoelectric crystal is used
or synchronization of all microcontroller internal functions.

.4. Operation of the NLP

The measurements with the NLP are performed in a sim-
le way. The quartz cell is filled with the sample and adjusted
n the cell support. The cell compartment is closed and the
ransmittance appears automatically on the LCD screen. Trans-

ittance measurements of pure and adulterated samples of C
asoline were carried out to define a reliability region that indi-
ates the unconformity of the gasoline type C with the quality
equirements.

.5. Analytical procedure for the NLP calibration

Twenty-five samples of gasolines were used to register the
lank signal (b) and its standard deviation (s) on the devel-
ped photometer which yielded the limits of detection, LD
blank plus three times its standard deviation, LD = b ± 3s), and
uantification, LQ (blank plus 10 times its standard deviation,
Q = b ± 10s). In these measurements, 100% of transmittance

zero of absorbance) was determined when the cell was empty
nd the zero of transmittance was determined when the LED
as off.
The reliability of the NLP analysis was verified by per-

ormance curves [25]. The parameter used to establish the
ut-off adulterant concentration and the unreliability region
as the limit of quantification considering samples of pure
asoline as blank. It is an appropriated parameter due to its nar-
ower unreliability region in regard to the detection limit what
eans higher precision on the screening classification. A linear

egression was carried out with the points around 50% of cor-
ect response in the performance curves to elaborate straight
ines used to define the concentrations at which is possible
o achieve a confidence level of 95% in the screening analy-
is.

. Results and discussion

The NLP was applied on the analysis of 25 samples of pure
asolines (blank) in order to determinate the standard devia-
ions of measurements. The mean and standard deviation for
his sample set were 0.498 ± 0.003.

The adulterated gasolines (see Section 2.1) were prepared
ith solvent and kerosene whose spectral behaviors were closer

o that from pure gasolines (Fig. 1) in such a way to difficult
he adulteration detection. Fig. 4 shows the analytical curves
or both adulterations. Each point on the plot is an average of

0 measurements from 10 samples. Based on the s value for
he blank, it was found values of 1.2 and 1.4% for kerosene and
olvent LDs, respectively. Samples representing the adulteration
evel of 1% (v/v) were not analyzed.
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ig. 4. Analytical curves obtained when pure and adulterated gasolines were
nalyzed by the NLP.

The analytical curves obtained for solvent and kerosene are
iven by the following equations:

solvent = 0.00850C + 0.495 (r = 0.9815) (1)

kerosene = −0.00650C + 0.496 (r = 0.9890) (2)

here A is the absorbance and C is the concentration of the
dulterant.

The LQs for solvent and kerosene was found to be 4.2
nd 4.8% (v/v), respectively. These values were used as cut-
ff concentrations to elaborate performance curves in order to
etermine an unreliability region related to the verification of
asoline adulteration by solvent or kerosene. In the construction
f these curves a correct response is a positive response for adul-
eration and a correct negative response is positive response for
o adulteration.

Fig. 5 shows the performance curves obtained when gasoline
amples having different adulteration levels were analyzed by
he NLP using LQ as cut-off concentration. The unreliability
egions on these graphs were calculated by regression curves
laborated with the points around 50% of correct response for

dulteration (Fig. 5). Thus, at 95% of confidence level, adulter-
tion by solvent and kerosene can only be confirmed (correct
ositive) if their concentrations are at least 5.1% (v/v) (Fig. 5a)
nd 5.9% (v/v) (Fig. 5b), respectively. At this confidence level,

F

o
w

ig. 5. Performance curves elaborated for evaluation of the unreliability region for th
b) adulteration by kerosene. Equations are the regression curves used to define thres
evel.
ig. 6. Results for gasoline verification of no adulteration by solvent. A correct
egative is a confirmation for no adulteration with a confidence level of 95%.
egend: concentration in percentage (v/v).

s possible to find 5% of false negative responses. On the other
and, a confirmation for adulteration absence (correct negative)
s established when the concentration levels are below 2.7 and
.0% (v/v), for solvent and kerosene, at a confidence level of
5% (5% of false positive responses).

It is interesting to analyze that if false negative responses
ppear in a screening procedure elaborated using the correct
ositive region of the performance curves in Fig. 5, adulterated
asolines can be classified as good ones. Therefore, it is not a
ood criterion to analyze adulteration. On the other hand, if the
rocedure is elaborated to verify absence of adulteration using
he correct negative region, false positive responses will direct
he tested samples to a deeper analysis to confirm or not the initial
uspicion. In spit of the confirmation for “no adulteration” can
nly be carried out for concentrations beyond 2.7 and 4.0% (v/v)
or solvent and kerosene, respectively, these concentrations are
etter thresholds for verification of gasolines quality than the
orrect positive thresholds. Thus, the NLP was calibrated using
he LQs of solvent and kerosene as cut-off concentrations and
he correct negative region given by the performance curves of

ig. 5 to confirm “no adulteration” on the gasolines type C.

Fig. 6 shows the results obtained when the NLP was applied
n the quality control of eight gasolines samples where solvent
as spiked at the levels 0.0, 2.0, 3.0, 4.0 and 5.0% (v/v). The

e screening analysis of adulterants in gasoline: (a) adulteration by solvent and
holds for correct positive and negative response regions at 95% of confidence
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ig. 7. Results for gasoline verification of no adulteration by kerosene. A correct
egative is a confirmation for no adulteration with a confidence level of 95%.
egend: concentration in percentage (v/v).

ut-off was 4.2% (v/v). Thus, when the concentration level was
t 3.0% (v/v) or below it, all samples were classified as not
dulterated. A certain level of false positive responses at 3.0%
v/v) was expected but it did not appear on these assays. At the
evel of 4.0% (v/v), half of the adulterated samples was classified
s not adulterated, generating 50% of false positive results, as
xpected. At 5.0% (v/v) of solvent, all analyzed samples were
lassified as adulterated.

Fig. 7 shows the results obtained by eight assays carried
ut using gasolines where the kerosene concentrations were at
he levels 0.0, 3.0, 4.0, 5.0 and 6.0% (v/v). The cut-off was
stablished at 4.8% (v/v). Samples containing kerosene at levels
elow 3.0% (v/v) were classified as not adulterated. At levels
f 4.0 and 5.0% (v/v), 88 and 50% of the samples, respectively,
ere classified as not adulterated by the NLP. At 6.0% (v/v) all

amples are classified as adulterated.
As it can be seen from the results, “no adulteration” responses

or the gasoline screening analysis were obtained when the con-
entration of solvent and kerosene were below 3.0 and 5.0%,
espectively. If the levels of adulteration surpass these limits,
amples can be classified as adulterated and must be directed to
deeper analytical procedure.

It is important to consider the adulteration caused by addition
f both solvent and kerosene. In this situation a determination
f the adulteration could only be possible if the concentration of
ne of the adulterants was larger then the other. In cases at which
he adulteration is caused by a close amount of both adulterants
he NLP will fail on its screening analysis. A way to overcome
his drawback is being studied.

. Conclusion

A portable and microcontrolled NIR LED photometer was
eveloped for screening analysis of gasoline type C aiming at

o verify adulteration by solvent and kerosene. The NLP uses

NIR LED emitting at 1550 nm and a PbSe photoresistor as
etector whose noise is kept at low levels by a control system
ased on thermistor and thermoelectric cooling. To calibrate it

[
[
[

a 75 (2008) 792–796

he analytical signal of pure and adulterated samples of gasoline
ype C were registered by the photometer and cut-off concen-
rations for solvent and kerosene were calculated as a threshold
o classify the sample as adulterated or not. The correct neg-
tive region yielded by the performance curves related to the
no adulteration” response was used to calibrate the NLP for
he screening analysis of the gasolines. At a confidence level of
5%, samples of solvent and kerosene were considered not adul-
erated when the levels of adulterant were below 3.0 and 5.0%
v/v), respectively. Thus, the NLP showed to be an economical
nd viable alternative for screening analysis of gasoline type C
dulterated by solvent or kerosene.
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bstract

Optimization and validation of a method for the determination of inorganic anions, such as chloride, nitrate, sulphate, fluoride and phosphate,
n atmospheric particulate matter is described. Ultrasonic extraction followed by CE, using CTAB as EOF modifier, has been established for this
eparation using chromate as visualization reagent for the indirect UV/vis detection. Optimization of the experimental chemical conditions (pH,
urfactant concentration, chromate concentration and acetonitrile concentration) and instrumental parameters (temperature, applied voltage and
njection time) is described. Linear calibrations plots are obtained for the five ions, with detection limits in the high ng/mL range. A standard

eference material, SRM 1648 Urban Particulate Matter, has been used to validate the proposed method. Satisfactory reproducibility and acceptable
greement to the matter atmospheric samples has been found (recoveries ranging from 86 to 96%). Application to real particulate matter atmospheric
amples, collected on high volume samplers from the air quality surveillance network of Extremadura, southwest Spain, is shown.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Airborne particulate matter (atmospheric aerosol) provides
aluable chemical information in atmospheric research and
tmospheric pollution surveillance systems. Major anions as
itrate, chloride, sulphate or phosphate are relevant parameters
n aerosol samples, since they are connected with important
henomena like primary pollutant emissions and evolution
o secondary substances, pollution source apportioning, or
hemical composition of bulk and wet deposition (acidifying
ubstances and eutrophication risk). These analytes are routinely
ssayed in the frame of air quality monitoring programs.

Many CE methods have been developed for inorganic anions
etermination in a wide range of environmental matrices. Two
pecific reviews about the subject have been recently published
1,2] and they are also considered in a recent review about

ollutants analysis by CE [3]. Indirect UV/vis is the usual
etection approach in inorganic anions CE applications, chro-
ate is the most used probe [4]. Pyrometillic acid (PMA) has

∗ Corresponding author.
E-mail address: epinilla@unex.es (E.P. Gil).
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l standard reference material

een also used for the same purposes, but comparative eval-
ation has shown lower sensitivity for the latter probe [5].
oreover, many EOF modifiers form insoluble precipitates
ith PMA [4]. Selectivity control in CE for inorganic anions

s afforded by several chemical and instrumental ways [6,7].
rganic solvents as methanol, acetonitrile, tetrahydrofuran and
ther, added to the separation buffer are used to modify reten-
ion times and elution order. At the same time, interaction of
he analytes with the capillary wall is depressed, so narrower
eaks are obtained. Buffer pH adjustment is also effective, espe-
ially for the anions derived from weak acids as phosphate or
uoride. The effect of cationic surfactant EOF modifiers on

he separation selectivity of inorganic anions has been widely
tudied [7,8]. Tetradecyltrimethylammonium bromide (TTAB),
etradecyltrimethylammonium hydroxide, dodecyltrimethylam-

onium bromide, cetyltrimethylammonium bromide (CTAB),
examethonium bromide or hydroxide, are common choices.
ationic polymers exhibit different separation selectivities to

hose of cationic surfactants. Capillary temperature, applied

oltage and injection time are the relevant instrumental param-
ters used to adjust selectivity.

The most established methodology for inorganic anions
etermination in atmospheric samples is ion chromatography
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ith conductimetric detection [9]. Potential advantages of CE
pproaches in terms separation efficiency, equipment simplic-
ty and operation price, miniaturization potential, less sample
onsumption and less waste generation have prompted some
esearch work about CE methodologies for the same application.
E is also a useful independent technique for quality control
urposes. Dabek-Zlotorzynska and Dlouhy [10] first proposed
E use for major ions in aerosol samples collected on PTFE
lters. They compare different probes for UV/vis indirect detec-

ion with equivalent results. Ultrasonic extraction was used for
olubilization of the ions before the electrophoretic separation.
etailed comparison studies of CE with IC and photometric
ethods in routine anions atmospheric monitoring on large sam-

le sets have been performed by the same group [11,12]. A good
greement was found for ion levels above 1 mg L−1. This was
ttributed to the poorer sensitivity of the CE method and pos-
ible calibration errors (larger intercept). Krivácsy et al. [13],
etermined inorganic anions and organic acids in real aerosol
amples by CE with UV/vis indirect detection, using chromate
s the visualization reagent and Anion BT as EOF modifier.
cceptable precision was found but no accuracy evaluation was

fforded. The same method has been also applied for assay-
ng atmospheric aerosols in Budapest during a comprehensive
haracterisation campaign [14]. Ions in aerosol and bulk/dry
eposition from Hong Kong were monitored by Tam et al. [15]
y CE with UV/vis indirect detection based on salicylic acid and
OF modification by dodecyltrimethylammonium hydroxide. A
icrochip capillary electrophoresis method for the analysis of

itrate and sulphate in ambient aerosols have been published by
iu et al. [16].

Atmospheric particulate matter standard reference materials
ave been only scarcely used for validation of chromatographic
nalytical methodologies for inorganic anions. Talebi and Abedi
17] used SRM 1648 Urban Particulate Matter for the valida-
ion of a IC method for F−, Cl−, NO3

− and SO4
2−, based

n ultrasonic extraction from quartz fiber filters and conducti-
etric detection. SRM 1648 is mostly used for validation of

race elements determination, but the certification document
lso contains analytical information about chemical composi-
ion of major ions including chlorine, sulphate and nitrate, that
an be valuable for method evaluation [18]. No reference has
een found about validation of CE analytical methodologies for
norganic anions in atmospheric samples by standard reference

aterials.
The aim of this research work is to optimize the chemical and

nstrumental conditions of a CE method for inorganic anions in
tmospheric samples, and to demonstrate method performance
y using SRM 1648 Urban Particulate Matter standard reference
aterial and real aerosol samples collected from an air quality

urveillance system.

. Experimental
.1. Instrumentation

A Hewlett-Packard Mod. 3D CE system was used for the
nalysis of the samples, using fused silica capillaries of 54.2 cm

t
c
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ffective and 61 cm total length, 50 �m internal diameter. The
onic species were detected by indirect UV/vis detection with
hromate probe. Detection and reference wavelengths were
elected by exploring the UV spectrum of chromate in the
elected buffer. Chloride, sulphate, fluoride and phosphate were
ssayed at 520 nm with 373 nm reference. Nitrate was assayed at
28 nm, with 373 nm reference. Capillary conditioning was con-
ucted at the beginning of analytical sessions by ultrapure water
10 min), 0.1 M sodium hydroxide (10 min), ultrapure water
10 min) and separation buffer (20 min). Between runs, condi-
ioning was conducted by ultrapure water (2 min), 0.1 M sodium
ydroxide (2 min) and separation buffer (15 min). Analytical sig-
als in the electropherograms were measured as corrected peak
reas (CPA).

.2. Reagents

Borate separation buffer was prepared on 3 mM H3BO3
Merck), adding 100 mM Na2B4O7 (Merck) for pH adjustment.
hromate probe concentrations were obtained by adding appro-
riate amounts of aqueous solutions prepared from Na2CrO4
Merck). EOF modifier concentration was adjusted by adding
he surfactant CTAB (Panreac, Spain) aqueous solutions pre-
ared by weight. Acetonitrile (Merck, HPLC Grade) was used
s organic modifier. Anion calibration standards were prepared
rom sodium or potassium salts. All reagents used were of
nalytical grade. Ultrapure water was obtained from a Milli-Q
ystem (Millipore).

.3. Standard reference material and real samples:
retreatment

SRM 1648 Urban Particulate Matter standard reference mate-
ial (NIST) was used for method validation. Certified values are
estricted to constituent and trace elements, but the material cer-
ificate also lists complementary concentration values including
hlorine, nitrate and sulphate (Certificate, 1998). The material
as dried for 8 h at 105 ◦C before use. 100 mg samples were

ccurately weighted, then extracted with water in an ultrasonic
ath for 30 min and taken to a total volume of 50 mL. Real
erosol samples from monitoring stations belonging to the air
uality surveillance system of Extremadura, Spain, were col-
ected on 15 cm quartz membrane filters by a Digitel DAH80
igh volume samplers (30 m3/h), with an automatic daily sample
rotocol. Half filters were extracted with water in an ultrasonic
ath and repeatedly washed to a total volume of 50 mL. All sam-
le solutions were filtered before injection through a 0.45 �m
ylon membrane (Millipore).

. Results and discussion

.1. Separation buffer chemical composition
Buffer pH, CTAB and chromate concentration and acetoni-
rile percentage were changed for optimization of the chemical
omposition of the mobile phase.
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Table 1
Calibration data and analytical figures of merit

Chloride Nitrate Sulphate Fluoride Phosphate

Migration time (min) 2.55 2.72 2.70 3.33 3.67
R.S.D. migration time (%)a 1.1 1.4 3.1 2.0 2.3
Corrected peak area 11.34 6.02 6.77 21.22 10.62
R.S.D. peak areas (%)a 2.3 2.0 1.9 3.5 2.7
Intercept, S.D. 0.123, 0.057 0.335, 0.054 0.022, 0.050 0.012, 0.093 0.017, 0.072
Slope, S.D. 0.3627, 0.0042 0.2953, 0.0039 0.2258, 0.0032 0.6629, 0.0068 0.3244, 0.0052
Regression coefficient 0.9986 0.9989 0.9992 0.9994 0.9984
Detection limit (ng mL−1) 470 550 340 420 660
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late Matter. A sample electropherogram is presented in Fig. 2.
Acceptable agreement with the reference values provided (chlo-
ride, nitrate and sulphate) was found (Table 2).

Fig. 1. Electropherogram of a standard containing 30 mg L−1 of each anion.
Solid line: 520 nm with 373 nm reference. Dashed line: 228 nm with 373 nm
reference. See the text for optimized chemical and instrumental conditions.

Table 2
Method validation with SRM 1648 “Urban Particulate Matter”

Anion Reference
value

Measured
value

Standard
deviationa

Recovery

Chloride 0.45 0.42 0.01 93.2
a Relative standard deviations calculated from 9 injections of a mixed anion s

pH changes from 8 to 9 generate mobility shifting in the weak
cid anions fluoride and phosphate.

30 × 10−6 M to 200 × 10−6 M CTAB concentrations were
sed to check the effect of the surfactant EOF modifier in migra-
ion times. Interaction of anionic species with positive charge
urfactant micelles has been previously reported [19]. However,
e have observed no significant change in migration times for

he inorganic anions in the CTAB concentration range studied
n this work. Chromate concentration change from 3 × 10−3 M
o 40 × 10−3 M caused significant changes in migration times.
itrate and sulphate were only resolved above 20 × 10−3 M

hromate. Buffer turbidity was observed above 40 × 10−3 M.
cetonitrile was used as buffer organic modifier in the range
.01–0.5%, causing a progressive decreasing of retention times
nd peak widths. Optimized parameters for the composition
f the separation buffer were pH 8.5, 32 × 10−6 M CTAB,
0 × 10−3 M chromate and 0.1% acetonitrile.

.2. Instrumental parameters

Capillary temperature, applied voltage and hydrodynamic
njection time were varied to obtain the optimum values. Increas-
ng temperature from 20 to 30 ◦C caused higher ion mobility and
lightly higher peak areas, but also and undesirable increasing
f electric current. 25 ◦C was selected as optimum tempera-
ure of capillary and sample vials. Maximum applied voltage
n the Ohm’s law domain was found to be −25 kV. Corrected
eak areas were linearly dependent with injection time in the
ange 5–25 s. Peak symmetry and signals resolution were lost
or higher injection times. 20 s was selected as the optimum
alue.

.3. Calibration and analytical figures: validation by
tandard reference material

Optimal chemical and instrumental conditions were applied
or precision estimation at the 30 mg L−1 concentration level
Fig. 1). The analytical run for chloride, nitrate, sulphate, flu-
ride and phosphate is resolved in around 4 min. Acceptable

alues of R.S.D. were found for retention times and corrected
eak areas (Table 1).

Calibration lines were constructed for the selected inorganic
nions in the range 0.5–30 mg L−1. Analytical figures of merit

N
S

A

rd (30 mg L−1).

re shown in Table 1. Detection limits in the ng mL−1 range were
btained for the analysed anions according with Long and Wine-
ordner [20]. The analytical useful range of the proposed method
s sufficient for atmospheric aerosol monitoring purposes.

The accuracy of the proposed method was validated by use
f the certified reference material SRM 1648 Urban Particu-
itrate 1.07 0.92 0.05 86.0
ulphate 15.42 14.83 1.30 96.2

ll values in % (w/w).
a Standard deviation calculated from six samples.
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Fig. 2. Electropherogram of the extracted solution from a reference material
SRM 1648 Urban Particulate Matter sample. Solid line: 520 nm with 373 nm
r
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Table 3
Analysis of aerosol samples from suburban locations of Extremadura, Spain

Anion Mean
(�g m−3)

Minimum
(�g m−3)

Maximum
(�g m−3)

Chloride 0.34 0.12 0.85
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eference. Dashed line: 228 nm with 373 nm reference. See the text for optimized
hemical and instrumental conditions.

.4. Real aerosol samples

The inorganic anions were quantified in real aerosol sam-
les by the proposed method. A set of samples from different
uburban locations within Extremadura, Spain, were processed
y the proposed method. Well-defined electropherograms were

btained, as shown in Fig. 3. Analysis results are shown in
able 3.

ig. 3. Electropherogram of the extracted solution from a real aerosol sam-
le. Solid line: 520 nm with 373 nm reference. Dashed line: 228 nm with
73 nm reference. See the text for optimized chemical and instrumental condi-
ions.
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itrate 6.72 2.16 13.40
ulphate 2.55 0.81 4.00

. Conclusions

The proposed capillary electrophoresis method has been
roven useful as a valid alternative for the routine determination
f the inorganic anions chloride, nitrate, sulphate, fluoride and
hosphate in atmospheric samples. Acceptable detection limits
or the application were found, in the high ng/mL range. The
ethod was successfully applied to particulate matter reference
aterial (SRM 1648 Urban Particulate Matter) and real aerosol

amples from an air quality surveillance system. Advantages
f the proposed CE method respect to the more established IC
ethodologies for the same application can be obtained in terms

f equipment simplicity and operation price, miniaturization
otential, less sample consumption and less waste generation.
t is also a useful independent technique for quality control
urposes.
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bstract

A novel potentiometric method for the determination of ascorbate is described in this communication. It is based on ascorbate oxidation with
ermanganate which is continuously released from the inner reference solution of a ligand-free tridodecylmethylammonium chloride (TDMAC)-

ased polymeric membrane ion selective electrode (ISE). The ISE potential determined by the activity of permanganate ions released at the
ample–membrane phase boundary is increased with the consumption of permanganate. The proposed membrane electrode is useful for continuous
nd reversible detection of ascorbate at concentrations in 0.1 M NaCl ranging from 1.0 × 10−6 to 1.0 × 10−3 M with a detection limit of 2.2 × 10−7 M.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, many efforts were made in understanding the
rinciples that dictate the lower detection limits of solvent poly-
eric membrane-based ion selective electrodes (ISEs) [1–4].

t has been realized that a transmembrane concentration gradi-
nt of primary ions will occur whenever the compositions of
he sample and the inner solution are not the same [3]. Either
uxes of primary ions from the inner aqueous solution towards

he sample solution or fluxes in the opposite direction may per-
urb the primary ion concentrations at the sample–membrane
hase boundary and hence deteriorate the lower detection limit
f ISEs [3,4]. Numerous strategies have been developed to fabri-
ate ISE membranes that suffer much less from ion flux effects
or large improvement of lower detection limits [5–7]. How-
ver, ion fluxes across the ISE membrane have been found also
nalytically useful, and most of current applications are based

n the ion fluxes of primary ions in the direction of inner solu-
ion. Such examples include polyion sensors [8,9], pulstrodes
10], steptrodes [11], ion-channel biosenors [12,13], electrodes

∗ Corresponding author. Tel.: +86 535 6910580; fax: +86 535 6910566.
E-mail address: wqin@yic.ac.cn (W. Qin).

t
f
o
s
f
o
s

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.023
s; Ascorbate; Irreversible chemistries

ensitive to total ion concentrations [14] and ISE indicators for
omplexometric titrations [15].

Here, we introduce a novel detection system that makes use
f outward ion fluxes through ISE membrane, i.e. the fluxes in
he direction of sample solution, to provide controlled-release
eagent for measuring reductants. It is well known that one sig-
ificant limitation of reagent-based chemical sensors is the use of
nherently irreversible recognition reactions such as most redox
eagent systems [16] and immunochemical reactions [17]. To
olve this problem, continuously sensing reservoir sensors have
een developed for reagent renewal, and polymer matrix is com-
only used to incorporate the reagent which can be released

lowly upon contact with aqueous solution. However, most of
uch polymeric delivery systems are used for optical sensors
18–21]. The conventional membrane ISEs have been found to
how the fluxes of primary ions from the inner aqueous solution
owards the sample solution, which may provide an alterna-
ive way for controlled release of analytical reagents. But, so
ar, ISEs based on such outward ion fluxes are rather rare,
nly an anion electrode based on precipitate equilibrium at the

ample–membrane phase boundary with the released silver ions
rom the sensing membrane was reported [22]. In this paper, the
utward ion fluxes of ISE membrane are first used for irreversible
ensing chemistries. It will be shown that the ISE membrane not



8 nta 75 (2008) 851–855

o
i
c
i

2

2

n
(
w
c
r
d
a

2

c
6
∼
o
2
d
o
a

m
9
fi
e
n
a
N
w
m
s
d

2

a
c
c
t
E
a
w
t
0
s
m

Fig. 1. EMF responses obtained according to Bakker’s method toward the
a
b

c
f

2
t
m

a
c
s
i
s
p
a
s
C

3

c
t
p
a
c
a
e
p
B
s

52 H. Guo et al. / Tala

nly can serve as a polymer matrix for reagent release as used
n the polymeric delivery systems for optical sensors, but also
an work as a transducer for sensitive potentiometric detection
n irreversible redox systems.

. Experimental

.1. Reagents

Tridodecylmethylammonium chloride (TDMAC), 2-
itrophenyl octyl ether (o-NPOE), bis(2-ethylhexyl) sebacate
DOS), and high molecular weight poly(vinyl chloride) (PVC)
ere purchased from Fluka AG (Buchs, Switzerland). All

hemicals and reagents were of Selectophore or analytical
eagent grade. Aqueous solutions were prepared with freshly
eionized water (18.2 M� cm specific resistance) obtained with
Pall Cascada laboratory water system.

.2. Membranes and electrode preparation

The ionophore-free permanganate selective membranes
ontained 10 wt% lipophilic anion exchanger TDMAC,
5 wt% plasticizer o-NPOE and 25 wt% PVC. Membranes of
130 (65) �m thickness were obtained by casting a solution

f ∼240 (160) mg of the membrane components dissolved in
.5 mL of tetrahydrofuran (THF) into a glass ring of 36 mm
iameter fixed on a glass plate and letting the solvent evaporate
vernight. Membrane thicknesses were visually measured with
CX31-32C02 Olympus microscope (Tokyo, Japan).

For each ISE, a disk of 7 mm diameter was punched from the
embranes and glued to a plasticized PVC tube (i.d. 6 mm, o.d.
mm) with a THF/PVC slurry. Experimental selectivity coef-
cients for permanganate selective TDMAC-based membrane
lectrodes were measured by using 0.01 M NaCl as the inter-
al filling and conditioning medium. For ascorbate detection,
0.08 M potassium permanganate solution containing 0.02 M
aCl was added to each electrode as the inner filling solution,
hile 0.1 M NaCl was used as the conditioning solution. Before
easurements, the electrodes were conditioned overnight for

electivity coefficient measurements and 3 days for ascorbate
etection, respectively.

.3. EMF measurements

All measurements of EMF were performed at 25 ◦C using
CHI-660 workstation (Shanghai, China) with a saturated

alomel electrode (SCE) as reference electrode in the galvanic
ell: SCE//sample solution/ISE membrane/inner filling solu-
ion/AgCl/Ag. For selectivity coefficient measurements, all the
MF values were corrected for the liquid-junction potential
ccording to the Henderson equation and activity coefficients
ere calculated by the Debye–Hückel approximation. For reduc-
ant determination, the sample solutions were prepared with
.1 M NaCl and adjusted with NaOH and HCl to pH 7.0 mea-
ured by a PXSJ-216 pH meter (Shanghai, China). In this case,
ost of the reductants exist in the anionic forms and can be

T
r
1
h

nions: (©) permanganate, (�) thiocyanate, (�) nitrate, (�) chloride, (�) ascor-
ate, (�) hydrogen carbonate and (�) acetate. Membrane A as shown in Table 2.

ompletely dissolved in the whole concentration range for inter-
erence study.

.4. Diffusion measurement of permanganate anion
hrough ionophore-free TDMAC-based polymeric
embrane

A 7-mm diameter disk was cut from the parent membrane
nd glued to a PVC tube (i.d. 6 mm, o.d. 9 mm). This tube was
onnected with a pipette tip containing 1.0 mL of 0.08 M potas-
ium permanganate solution with 0.02 M NaCl, and immersed
nto 5.0 mL of deionized water in a glass vial. With continual
tirring of the water solution in the glass vial, the amount of
ermanganate released per day in the recipient solution was
ssayed by an AA-7001 flame/graphite stove atom absorption
pectrophotometer (Beijing East & West Analytical Instruments,
hina).

. Results and discussion

Potassium permanganate, KMnO4, is a commonly used
hemical oxidizing agent and has been widely used for titra-
ions of reductants by irreversible redox reactions. Interestingly,
ermanganate was found very lipophilic and showed a high
nion response compared to other tested anions such as thio-
yanate, nitrate, chloride, ascorbate, hydrogen carbonate and
cetate when using a ligand-free ISE membrane based on anion
xchanger TDMAC. The selectivity of such TDMAC-based
olymeric membrane electrodes was characterized by using
akker’s method to eliminate the influence of the inherent sen-

itivity limit on the response toward discriminated ions [23].

he results are shown in Fig. 1. The apparent super-Nernstian

esponse which occurs at a relatively high concentration of
0−4 M for permanganate and thiocyanate is induced by the
igh concentration of ion-exchanger in the membrane [24]. The
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Table 1
Potentiometric selectivity coefficients for a permanganate-selective membrane
electrodea

Ion J log Kpot
MnO4J

b Ion J log Kpot
MnO4J

b

SCN− −2.36 ± 0.05 AscH−c −6.86 ± 0.17
NO3

− −3.97 ± 0.03 HCO3
− −7.07 ± 0.17

Cl− −6.08 ± 0.10 OAc− d −7.50 ± 0.08

a Membrane A as shown in Table 2.
b Mean value obtained from three corresponding pairs of concentrations of

permanganate and the respective interfering anion in the measuring range of
1
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0−1 to 10−3 M ± standard deviation.
c Ascorbate anion.
d Acetate anion.

ogarithmic Nikolskii coefficients for permanganate (Kpot
MnO4J)

ver other anions are summarized in Table 1. The high discrimi-
ation against these anions allows the permanganate membrane
SE to be used in the presence of physiological saline medium
e.g. 0.1 M NaCl). Fig. 1 also illustrates that TDMAC-based
embrane ISE shows much less response toward ascorbate with
low logarithmic selectivity coefficient of −6.86. This indi-

ates that it is impossible to directly measure low concentrations
f ascorbate in the presence of interfering anions by using the
onventional ion-exchanger-based ISE.

The constant release of primary ions under zero-current con-
itions from inner solution into sample solution which dictates
he detection limit of the potentiometric sensor at low sample
oncentrations has been extensively studied in recent years [3].
n the case of the present permanganate selective membrane
lectrode, the release of permanganate may be accompanied by a
imultaneous release of the ion-exchanger TDMAC [25], which
hows less lipophilicity compared with other tetraalkylammo-

ium salts [24]. The diffusion of permanganate ions across the
olymeric membrane was monitored by atom absorption spec-
roscopy in the recipient solution as a function of time. The
esults are shown in Fig. 2. It can be seen that a constant release

ig. 2. Dependence of the amount of permanganate ions released per day in
he receiving phase as a function of time. The average of five measurements.

embrane C as shown in Table 2.
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f permanganate ions could be available after conditioning the
lectrode for 3 days.

In the absence of reductant, the flux of permanganate ions
eleased from the inner solution into the membrane surface layer
quals to the flux diffusing further into the sample bulk, thus
enerating a stead-state process with a constant concentration
f permanganate ions released at the sample–membrane phase
oundary [21]. The potential response of the electrode is deter-
ined by the activity of those permanganate ions, assuming the

nfluence of the background anion activities is negligible:

min = E0 − RT

F
lnαMnO4

− (1)

hen a reductant is added into the sample solution, an effi-
ient redox reaction occurs and the permanganate activity at
he phase boundary is decreased, thus increasing the measured
otential. A steady-state response can be obtained when the
ifference between the fluxes into and out of the membrane sur-
ace layer of permanganate ions equals to the consumption rate
f permanganate ions in the redox reaction with the reductant.
uch consumption rate depends not only on the concentration
f reductant in sample solution but also on the reducing power
f the tested reductant (see below). The maximum potential will
each if all the permanganate ions at the interface are consumed
y the reductant, and the sample activity of the interfering anion
overns the sensor response:

max = E0 − RT

F
ln
(
K

pot
MnO4J(αJz− )

1
zJ

)
(2)

The total potential change can be expressed as:

Etotal = RT

F
ln

(
αMnO4

−

K
pot
MnO4J(αJz- )

1
zJ

)
(3)

Apparently, higher potential response for reductants will be
btained with higher activities of permanganate ions released
t the sample–membrane interface, with higher selectivities
ver the sample interfering anions, and with lower interfer-
ng ion activities. In our experiments, 0.1 M NaCl was used as
he sample medium. Fig. 3 illustrates a typical response curve
f the ISE showing changes in EMF with successive addi-
ion of ascorbate. It can be seen that a total voltage change
f ca. 160 mV could be obtained using 0.08 M potassium per-
anganate with 0.02 M NaCl as inner filling solution of the

ermanganate selective membrane electrode. The released per-
anganate activity at the sample–membrane phase boundary
as 2.7 × 10−5 M, measured by calibrating with a series of per-
anganate solutions at higher concentrations of 10−3, 10−2,

nd 10−1 M [26]. Factors influencing the potential response
uch as membrane compositions and thicknesses were stud-
ed. The results are summarized in Table 2. It was found
hat higher EMF values could be induced by higher con-
entrations of ion-exchangers, thinner membranes and higher

ontents of polar plasticizers, all of which could promote
he ion fluxes from the inner filling solution into the sam-
le solution and therefore cause higher permanganate activities
t the sample–membrane interface. These results are con-
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Fig. 3. Time history of ISE response to successive additions of ascorbate:
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e
of 0.1 M NaCl at concentrations ranging from 1.0 × 10−6 to
1.0 × 10−3 M with a relative standard deviation of less than 5
% for 1.0 × 10−5 M (n = 5). The detection limit is 2.2 × 10−7 M
which gives a signal equal to the blank signal plus three times the
a) 0 (the blank), (b) 1.0 × 10−6 M, (c) 5.0 × 10−6 M, (d) 1.0 × 10−5 M, (e)
.0 × 10−5 M, (f) 1.0 × 10−4 M, and (g) 1.0 × 10−3 M. Membrane C as shown
n Table 2.

istent with those for ion fluxes of primary ions in the
irection of inner solution which result in a super-Nernstian
esponse [4].

Reversibility of the sensor was evaluated by measuring
he alternating responses to ascorbate at a high concentration
1.0 × 10−3 M) and a low concentration (3.0 × 10−6 M). The
esults are shown in Fig. 4. It can be seen that the signal changes
re fully reversible in both cases. For the high concentration mea-
urement, the time to achieve 95% of the full-scale response is
ery fast (0.5 min), whereas recovery to 95% of the initial value
akes ca. 30 min. In contrast, response toward low concentra-
ions of ascorbate is a bit longer (1.5 min), but the recovery
ime is considerably shorter (2 min). It should be noted that the
esponse time for medium concentrations of ascorbate ranging
rom 5.0 × 10−5 to 1.0 × 10−4 M is much longer (ca. 4 min) as
ompared to those for high and low concentrations (Fig. 3). This
s probably due to the fact that the permanganate ions released
t the sample–membrane interface may be largely consumed by
he efficient reduction with ascorbate at medium concentrations
o that chloride ions in the sample solution are able to partially
on exchange with the permanganate ions in the interfacial layer

f the membrane phase, which renders the response processes
onger. Indeed, faster potential response was observed when
o NaCl was added in the sample solution (data not shown).

able 2
otal potentiometric response for ascorbate in the presence of 0.1 M NaCl
btained by using TDMAC-based PVC membrane ion selective electrodes with
arious membrane compositions and thicknesses

embrane �Etotal
a

(mV)
TDMAC
(wt%)

Plasticizer
(wt%)

PVC
(wt%)

Thickness a

(�m)

60 ± 6 5 63(NPOE) 32 107 ± 4
84 ± 8 10 65(NPOE) 25 131 ± 7

164 ± 11 10 65(NPOE) 25 65 ± 3
58 ± 7 10 65(DOS) 25 63 ± 3
9 ± 3 10 40(NPOE) 50 73 ± 3

a Average value of three determinations ± standard deviation.

F
u
C

ig. 4. Recycle response profiles for the blank and ascorbate solutions: (a)
.0 × 10−3 and (b) 3.0 × 10−6 M. Membrane C as shown in Table 2.

recent paper shows that using thin supported liquid mem-
ranes can establish steady-state concentration profiles across
on-selective membranes rapidly [27], which might significantly
educe both the response time and recovery time for the present
ensor.

Typical calibration curves for ascorbate and for other reduc-
ants including dopamine, urate, sulfite and oxalate are shown
n Fig. 5. As indicated in the figure, the present membrane
lectrode is useful for measuring ascorbate in the presence
ig. 5. ISE response curves for reductants: (�) ascorbate, (©) dopamine, (×)
rate, (♦) sulfite, and (�) oxalate. The average of five measurements. Membrane
as shown in Table 2.
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Table 3
Results of ascorbate in vegetables and pharmaceutical preparations

Sample Proposed sensor (mg/g)a Iodiometry (mg/g)a

Tomato 0.117 ± 0.005 0.122 ± 0.002
Mung bean sprouts 0.092 ± 0.004 0.095 ± 0.002
Vitamin C tabletb 950 ± 5 952 ± 5
Multi-vitamin tabletc 35 ± 1 36 ± 1
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a Average value of five determinations ± standard deviation.
b Jiangsu Jiangshan Pharmaceutical Factory, China.
c Jiangxi Jurentang Pharmaceutical Industries Co., China.

tandard deviation of the blank measurement (n = 11). No sig-
ificant changes were observed in the response characteristics
f the polymeric membrane electrode after one week. At neutral
H, permanganate ions released at the membrane–sample inter-
ace are converted to manganese dioxide by the redox reaction
ith reductants. However, the formation of manganese diox-

de could not poison the electrode membrane surface, which
s due to the fact that manganese dioxide produced is in rel-
tively small amounts and can be dissolved in the sample
olution. Negligible response was observed up to 10−5 M for
rate, sulfite and oxalate, while dopamine showed nearly 50%
f the potential changes as compared with those for ascorbate.
he order of decreasing potential response for these reductants

s ascorbate > dopamine > urate > sulfite > oxalate, which corre-
ponds directly to the order of reducing powers. Compared with
ther electrochemical sensors [28,29], the proposed polymeric
embrane electrode offers potential advantages of simplicity,

apidity and high sensitivity for ascorbate determination.
Finally, the present sensor was applied to the determina-

ion of ascorbate in vegetables and pharmaceutical preparations.
he samples were treated for analysis as described before [30].
otentionmetric measurement was done for each sample and the
oncentration of ascorbate was quantified according to the cal-
bration curve of the proposed electrode. The results are listed
n Table 3 which agree well with those obtained by iodimetric
nalysis [31].

. Conclusion

In summary, using permanganate–ascorbate redox system as
prototype, we have shown that the outward ion fluxes of ISE
embrane can be used as a reagent controlled-release approach

or irreversible sensing chemistries with submicromolar lower
etection limits. The ISE membrane not only serves as a poly-

er matrix for reagent release as used in the polymeric delivery

ystems for optical sensors, but also works as a transducer for
ensitive potentiometric detection. This combination makes the
SE membrane very attractive for sensor miniaturization. Fur-

[
[
[
[
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her studies on the mechanism of this new detection principle
nd its application to other irreversible sensing chemistries are
n progress in our laboratory.
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bstract

3-Monochloropropane-1,2-diol (3-MCPD) is the most common chemical contaminant of the group of chloropropanols. It can occur in foods
nd food ingredients at low levels as a result of processing, migration from packaging materials during storage and domestic cooking.

A sensitive method for determination of 3-MCPD in foodstuffs using programmable temperature vaporization (PTV) with large-volume injection
LVI) gas chromatography (GC) with tandem mass spectrometry detection (MS/MS) has been developed and optimized. The optimization of the
njection and detection parameters was carried out using statistical experimental design. A Plackett–Burman design was used to estimate the
nfluence of resonance excitation voltage (REV), isolation time (IT), excitation time (ET), ion source temperature (IST), and electron energy (EE)
n the analytical response in the ion trap mass spectrometer (ITMS). Only REV was found to have a statically significant effect. On the other hand,
central composite design was used to optimize the settings of injection temperature (Tinlet), vaporization temperature (Tvap), vaporization time

tvap) and flow (Flow). The optimized method has an instrumental limit of detection (signal-to-noise ratio 3:1) of 0.044 ng mL−1. From Valencian,

pain, supermarkets 94 samples of foods were surveyed for 3-MCPD. Using the optimized method levels higher than the limit established for soy
auce by the European Union were found in some samples. The estimated daily intake of 3-MCPD throughout the investigated foodstuffs for adults
nd children was found about 0.005 and 0.01%, respectively, of the established provisional tolerable daily intake.

2007 Elsevier B.V. All rights reserved.
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. Introduction

3-Monochloropropane-1,2-diol (3-MCPD) is the most
ommon chemical contaminant of the group of chloro-
ropanols. 3-MCPD can occur in food from: migration from
olyamdeamine-epichlorohydrin (PAE) resin treated food con-
act materials, thermal processing (from chloride and glycerol
r glycero-lipids), smoking processes, use of acid-HVPs (with-
ut controls) or enzyme (lipase) catalysed hydrolysis of
-MCPD esters. The European Community (EC) limit on 3-
CPD in acid-hydrolysed vegetable proteins and soy sauce is
.02 mg Kg−1 in dried weight [1]. Also the Joint FAO/WHO
xpert Committee on Food Additives (JECFA) has established

he provisional maximum tolerable daily intake (PMTDI) at

∗ Corresponding author.
E-mail address: Agustin.Pastor@uv.es (A. Pastor).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.028
(PTV); 3-Monochloropropane-1,2-diol; GC-MS/MS; Experimental design;

he level of 2 mg Kg−1 bw day−1 under safety factor of 500
2].

Different levels of this contaminant have been reported in
auces and in many other foods and food ingredients [3–13]
nd some heat processed foods and fermented sausages such
s salami have been found to contain low levels of this chloro-
ropanol [14–17].

Studies have shown that 3-MCPD is carcinogenic in animals
18](SCF 2001) and, the EC advised that levels should be the
inimum level detectable by the most sensitive and reliable
ethod available [2]. In view of that any related enforcement

s being focused on the detection of the lowest concentration for
his compound.

There are several methods available for the determination of

-MCPD such as capillary electrophoresis coupled to electro-
hemical detection [19–21] and gas chromatography (GC) with
lectron-capture detection (ECD) [22], electrolytic conductivity
etection (ELCD) [23] and mass spectrometry detection (MSD)
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3,5,6,8–13,24–28]. The ECD and ELCD are not widely used
nd MSD is used extensively. The most common technique is
C coupled with mass spectrometry employing different deriva-

ization agents. Tandem mass spectrometry (MS/MS) analysis
y ion trap mass spectrometry became a competitive technique
or the determination of different contaminants but only one
aper describes the detection of 3-MCPD using this detection
ode [25].
The limit of detection ranges between 0.005 and 0.05 �g g−1

or GC-MS with splitless injection.
Several studies have been reported in which large volume

njection (LVI) methods were used for the GC determination
f trace pollutants [29]. The LVI technique enables significant
mprovement of sensitivity of the analytical methods. Instead
f conventional splitless volumes of 1–3 �L, with LVI volumes
etween 30 and 100 �L can be used.

The aim of this study was to develop a sensitive method using
rogrammable temperature vaporization (PTV) with LVI gas
hromatography (GC) with tandem mass spectrometry detection
MS/MS). The sensitivity of the method was improved through
he optimization of PTV-LV injection and MS–MS detection
sing statistical design of experiments (DOE). The method was
hen used in the monitoring program of the Regional Valen-
ia Government (Spain) and the levels of 3-MCPD in several
oodstuffs are reported in this paper.

The optimization of the PTV injection system requires study-
ng a multitude of parameters and can be very tedious by the
pproach of changing-one-factor-at-a-time (COST). In addi-
ion, this approach does not give information on interactions
etween factors, so it can miss the optimal settings when inter-
ctions exist [30]. Statistically designed experiments such as
lackett–Burman designs and central composite designs can
elp to optimize these kind of analytic parameters much more
fficiently and in less experimental runs than the COST approach
31–34].

. Experimental

.1. Standards and reagents

All reagents were of analytical grade unless otherwise
tated grade Hexane, diethyl ether, ethyl acetate, 2,2,4-
rimethylpentane and ExtrelutTM were supplied by Merck
Darmstadt, Germany) and ultrapure water was obtained from a

illi-Q filter system (Millipore, Bedford, MA, USA). The hep-
afluorobutyrylimidazole was from Sigma–Aldrich (Steinheim,
ermany). Sodium chloride and anhydrous sodium sulphate
ere from Scharlau (Barcelona, Spain). Due to the risks for the
ealth the managing of solvents must be very careful, specially
ith diethyl ether.
3-MCPD (≥97%) and 2,2-dichloro-1,3-propanediol (1,3-

CPD) were purchased from Sigma–Aldrich and 3-MCPD-d5
as obtained from Isotec, Inc., Ohio.

Individual stock solutions of 3-MCPD and 3-MCPD-d5

ontaining 1000 �g mL−1, intermediate and working solutions
ontaining 0.04–100 �g mL approximately were prepared in
thyl acetate. For optimization experiments a 4.41 ng mL−1

a
t
v

5 (2008) 824–831 825

erivatizated standard solution of 3-MCPD was injected into
he gas chromatograph-mass spectrometer. Certified Reference

aterials were from the Central Science Laboratory, UK.
The statistical package MINITAB, Release 14 (MINITAB,

irmingham, UK) was used to analyze and to optimize the factor
ettings from the experimental design that affect the PTV-LV
njection.

. Instrumentation

The GC-MS/MS system consists on a Finnigan ion trap mass
pectrometer Polaris Q (Austin, TX, USA) connected with a
hermoquest Trace GC 2000 (Whatmam, MA, USA) gas chro-
atograph equipped with a Combi Pal Autosampler from CTC
nalytics AG (Zwingen, Zwitzerland). The capillary column
as a SGE-BPX5 (30 m × 0.25 mm, 0.25 �m) connected to a
EST PTV injector and a PTV-LV 2.75 × 2TRC from Thermo
innigan (Milano, Italy).

.1. Sample preparation

Different matrices such as bread, miscellaneous cereals, beer,
ermented sausages, hydrolysed vegetable proteins (HPV) and
oy sauce, were analyzed. The sample preparation procedure
sed in this work was based on that previously reported by the
OAC Official Method 2001 [19], Determination of 3-chloro-
,2-propanediol in foods and food ingredients.

In short, samples were homogenized and an analytical aliquot
as weighed, 8 g of beer, 8 g of soy sauce and soups, 20 g of
rocessed sausages and 10 g for cookies, bread and breakfast
ereals were taken and processed following the AOAC method.
he sub-samples were analyzed. After adding 3-chloro-1,2-
ropanediol-d5 (3-MCPD-d5) as internal standard samples were
xtracted into 5M sodium chloride solution. The extracts were
ixed with Extrelut® and introduced into chromatographic

olumns. In the first step, the column was washed with 80 mL
f a mixture of hexane and diethyl ether (90:10). 3-MCPD was
hen eluted with 250 mL diethyl ether. The extracts were con-
entred and dissolved in 10 mL of diethyl ether. A portion of
mL was dried and dissolved in 0.9 mL 2,2,4-trimethylpentane.
hen, 100 �L of heptafluorobutyrylimidazole (HFBI) was added

o give the corresponding 3-MCPD di-esters. The final extracts
ere then introduced into the GC-tandem mass spectrometry

MS–MS) using a PTV-LV injector prior to determination by
as chromatography ion trap mass spectrometer GC-MS–MS.

For validation experiments, spiked samples were used.
liquots of 8 g for soy sauce and 10 g for breakfast cereals were

piked with 3-MCPD, a fixed amount of 3-MCPD-d5 standard
olution, and then processed. Three levels of this contaminant
ere validated in breakfast cereals and soy sauce.

.2. Gas chromatography-tandem mass spectrometry
The GC temperature program was from 50 ◦C, hold 1 min
nd rate 2 ◦C min−1 to 90 ◦C. The PTV conditions were: injec-
ion volume, 70 �L; injection temperature, 70 ◦C; transfer and
aporization ramp, 14 ◦C s−1; vaporization temperature, 40 ◦C;
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Table 1
Experimental conditions and analytical response of Placket–Burman design used
for optimization of detector settings for 3-MCPD

Run REV ET IT IST EE Response m/z 225

8 2.00 5.0 34 150 35 375,452
10 2.00 50.0 4 250 35 1,093,285
14 0.10 50.0 34 150 75 29
15 2.00 5.0 34 250 35 505,698

9 2.00 50.0 4 250 75 292,879
5 2.00 50.0 34 150 75 212,022
2 1.05 27.5 19 200 55 3,667,210
4 1.05 27.5 19 200 55 3,636,251

12 1.05 27.5 19 200 55 3,404,996
11 0.10 50.0 34 250 35 18,012

7 0.1 5.0 34 250 75 49
1 0.10 5.0 4 250 75 5,602
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ransfer temperature 130 ◦C; cleaning temperature, 250 ◦C; split
ow, 55 mL min−1; and vaporizing, transfer and cleaning times
f 0.10, 1.50, and 3.00 min, respectively. The MS conditions
ere as follows: ions source temperature (IST), 250 ◦C, ioniza-

ion mode EI at 70 eV, transfer line temperature, 280 ◦C, He,
mL min−1 constant flow, 70 �L were injected with PTV and
S–MS mode.
The confirmation criteria were according to the European

ecision 2002/657/CE [35]: (1) the two product ions intensity
ust be, at least, three times greater than the base noise of the
S detector, (2) relative abundance between ions in the sample

hould be the same as in the standard, with the acceptable devi-
tions described in this legislation (3) and the ratio between the
hromatographic retention time of the analyze and those of the
nternal standard must correspond to the one of the calibration
olutions, with a tolerance of ±0.5%. The calibration curves
ere established using isotopic dilution methodology.

.3. Quality control and quality assurance

The quality control and quality assurance measures in the
onitoring program of 3-MCPD represents more than 30% of

he whole analytical effort. Each batch of samples included
procedural blank, an in house reference material spiked at

.5 �g kg−1 and a quality control reference material provided
y Central Science Laboratory (CSL). Through these quality
ontrol procedures we have checked that the recoveries and
recision achieved in the validation process for soy sauce and
reakfast cereals can be used for the other matrices.

During this study, the laboratory participated in some Labo-
atory Proficiency testing FAPAS® (series 2616–2621) provided
y CSL with satisfactory z-scores. The Laboratory works under
he quality assurance system established by ISO/IEC/EN 17025,
nd has been accredited by ENAC, the accreditation body of
pain.

. Results and discussion

.1. MS/MS settings optimization

In order to maximize the signal of the 3-MCPD the opti-
ization of different parameters is necessary. The concentration

f the 3-MCPD standard solution used for this work was
.0441 ng mL−1.

The most abundant ion from the full scan spectra of the

hloropropanol, m/z 253 was selected as precursor ion and it
as then isolated in the ion trap and fragmented by collision-

nduced dissociation (CID). The two most abundant product ions
ere selected, m/z 225 and m/z 169. The ion ratio for the different

e
fi
E

able 2
stimated effectsa and P-value (between parenthesis) of the five factors of the Plack

esponses (taken as arbitrary units)

REV ET

-MCPD 4029 (0.011) 1252 (0.332)

a Coded units, α= 0.05; REV, resonance excitation voltage (V); IT, isolation time
nergy (eV).
3 2.00 5.0 4 150 75 612
3 0.10 50.0 4 150 35 30,796
6 0.1 5.0 4 150 35 82,89

atrices was similar. In all the cases the m/z 225 was 100% of rel-
tively intensity. The m/z 169 presented an ion ratio of 59 ± 18
standard deviation) for level 1 (5.5 ng g−1 for soy sauce and
.4 ng g−1 for breakfast cereals), 66 ± 21 for level 2 (68.9 ng g−1

or soy sauce and 55.1 ng g−1 for breakfast cereals) and 67 ± 18
or level 3 (275.4 ng g−1 for soy sauce and 220.3 ng g−1 for
reakfast cereals). The spectrum was obtained with the default
perating parameters from the GC-MS/MS system.

Considering the literature [36,37] and previous experimenta-
ion, five factors were selected that could potentially affect the
nalytical response of the MS/MS system: resonance excitation
oltage (REV), isolation time (IT), excitation time (ET), ion
ource temperature (IST) and electron energy (EE). The relative
nfluence of these factors on the analytical response was studied
ith a Plackett–Burman [30]. This screening design, allows to
nd the parameters that have the largest influence with a reduced
umber of experiments. Although Plackett–Burman designs for
tudying 5 factors may require as few as 8 runs, we used 12 runs
lus a triplicate centre point in order to have generous degrees of
reedom for testing the statistical significance of the estimated
ffects The 15 runs with the different values of the factors exam-
ned and the response of the ion m/z 225 are shown at the Table 1.
able 2 shows the estimated effects of the five factors and their
tatistical significance at 95% confidence level (α< 0.05). Only
he effect of REV on the response of the 3-MCPD is statistically
ignificant.
The following step was to find the best value for REV. Differ-
nt resonance excitation voltages were studied at the following
xed values of the other parameters: IT 4 ms (negative effect),
T 50 ms (positive effect), IST 250 ◦C (positive effect) and EE

et–Burman design used in the ion source settings optimization on the analytes

IT IST EE

−534 (0.671) 2147 (0.115) 2534 (0.070)

(ms); ET, excitation time (ms); IST, ion source temperature (◦C); EE, electron
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Table 3
Experimental conditions of the CCD design used for optimization of PTV settings for 3-MCPD

Run order Tinlet (◦C) Tvap (◦C) tvap(min) Flow (mL min−1) Response m/z 225

1 43.75 61.25 1.525 32.5 118,079
2 61.25 103.75 1.525 77.5 3,557
3 43.75 103.75 1.525 32.5 18,950
4 43.75 103.75 1.525 77.5 5,609
5 61.25 61.25 0.575 32.5 196,023
6 43.75 61.25 0.575 32.5 232,479
7 61.25 103.75 1.525 32.5 20,221
8 61.25 103.75 0.575 32.5 30,030
9 52.50 82.50 1.050 100.0 3,559

10 35.00 82.50 1.050 55.0 9,883
11 52.50 82.50 1.050 55.0 9,945
12 52.50 82.50 1.050 55.0 9,501
13 52.50 82.50 2.000 55.0 9,518
14 52.50 82.50 1.050 55.0 10,179
15 52.50 82.50 1.050 55.0 10,506
16 43.75 61.25 0.575 77.5 35,146
17 43.75 103.75 0.575 32.5 23,439
18 52.50 40.00 1.050 55.0 9,495
19 43.75 61.25 1.525 77.5 5,441
20 61.25 103.75 0.575 77.5 6,028
21 52.50 82.50 1.050 55.0 9,844
22 52.50 82.50 1.050 10.0 194,708
23 43.75 103.75 0.575 77.5 5,044
24 61.25 61.25 1.525 77.5 3,726
25 52.50 125.00 1.050 55.0 11,827
26 61.25 61.25 0.575 77.5 45,075
27 52.50 82.50 1.050 55.0 8,183
28 70.00 82.50 1.050 55.0 9,685
29 61.25 61.25 1.525 32.5 11,4725
30 52.50 82.50 1.050 55.0 8,029
3 0.

7
t

4

t
l
t
G

F
r

t
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b
c
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1 52.50 82.50

5 V (positive effect). The results are shown in Fig. 1. The REV
hat provided the best response was 0.5 V.

.2. Optimization of PTV injection

After optimization of the MS/MS settings, the PTV injec-

ion was optimized. Since in samples 3-MCPD is present at low
evels, we tried to increase the response of the analytical sys-
em by introducing a large volume of the final extract into the
C-MS/MS.

ig. 1. Effect of the resonance excitation voltage (REV) on the peak area
esponse of m/z 225.

p
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a
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e
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t

Y

100 55.0 68,202

Three modes of large-volume introduction into a PTV injec-
or are possible: (1) at once, (2) speed controlled injection and
3) multiple injection. We used the at once mode at 100 �L s−1

ecause optimization procedure was simpler than the others. The
oncentration of the 3-MCPD derivatizated standard solution
sed for the injection was 4.41 ng mL−1.

Four factors were selected for optimization: injection tem-
erature (Tinlet), vaporization temperature (Tvap), vaporization
ime (tevap) and flow of the evaporation step (Flow). In all the
xperiments we fixed the transfer temperature at 280 ◦C, 2 min
n splitless mode and 300 ◦C for the cleaning temperature dur-
ng 5 min with the split valve open (300 mL min−1). A central
omposite design (Table 3) was used. This design consisted on
full factorial 24 design (16 hypercube points), 8 axial points

nd 7 central points. The 31 runs were randomized to provide
rotection against the effect of hidden variables.

The analytical responses obtained were fitted into a linear
quation that included second-order (curvature) and interaction
erms. The equation model for the analytical response (Y) for
he ion m/z 225 was as follows:
= b0 + b1x1 + b2x2 + b3x3 + b4x4 + b11x
2
1

+b22x
2
2 + b33x

2
3 + b44x

2
4 + b12x1x2 + b13x1x3

+b14x1x4 + b23x2x3 + b24x2x4 + b34x3x4
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ig. 2. Response surfaces obtained for 3-MCPD; fixed conditions (A) Tinlet: 70

here b0 is the average response factor; x1, x2, x3, x4, are the

inlet, Tvap, tevap and Flow factor, respectively; b1, b2, b3 and b4
re the coefficients for the main effect (1 for the Tinlet, 2 for the
vap, 3 for the tevap and 4 is for the Flow factor; b11, b22, b33
nd b44 are the coefficients for the quadratic effect; b12, b13, b14,

T
c
−
f

ig. 3. MS/MS chromatograms of spiked soy sauce at 5.51 ng g−1 for the product io
piked soy sauce at 5.51 ng g−1 for the PTV-LV injection.
e: 0.1 min; (B) Tinlet:70 ◦C, flow:10 mL min−1; (C) Tevap:40 ◦C, time: 0.1 min.

23, b24 and b34 are the coefficients for the two-factor interaction.

he coefficients of the significant factors (α< 0.05) obtained by
entral composite design were 9455.3 for b0, −26,381 for b2,
16,680.2 for b3, −42,775.8 for b4, 24,813.5 for b44, 1569.3

or b23 and 31,219.8 for b24.

n m/z 225 in (A) PTV-LV mode; (B) Splitless mode; (C) MS/MS spectrum of
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Table 4
Recovery and reproducibility (RSD) of the proposed method

Level 1a Level 2b Level 3c

Recovery (%) RSD (%) Recovery (%) RSD (%) Recovery (%) RSD (%)

Soy sauce 95 12 98 9 100 9
Breakfast cereals 105 9 99 7 97 5

Validation schedule: 3 days, 7, 7 and 8 replicates each day, n = 20.
a −1 −1
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Linearity of the analytical method described was studied
using calibration curves with six concentration levels includ-
ing blank level: 0.0, 4.4, 8.8, 55.1, 110.2 and 220.3 ng mL−1.
Level 1: 5.5 ng g for soy sauce and 4.4 ng g for breakfast cereals.
b Level 2: 68.9 ng g−1 for soy sauce and 55.1 ng g−1 for breakfast cereals.
c Level 3: 275.4 ng g−1 for soy sauce and 220.3 ng g−1 for breakfast cereals.

Fig. 2 shows the three-dimensional response surface for two
actors at a constant value of the other two factors.

The factors settings that maximize the peak area of the com-
ound were selected using the “response optimiser” found in
INITAB. The optimized factor settings were Tinlet: 70 ◦C,

vap: 40 ◦C, tvap: 0.1 min and Flow: 10 mL min−1 and provided
composite desirability of 1.

In the final extract, 70 �L of the sample were introduced into
he liner at 70 ◦C when the split valve is open. Then, the PTV
as ramped to 40 ◦C at 14 ◦C s−1, for 0.10 min to eliminate the

olvent through the split valve at 10 mL min−1. In the following
tep, the transfer phase, the split valve was closed and the tem-
erature increased to 130 ◦C at 14 ◦C s−1 in splitless mode for
.50 min. And for the cleaning step the liner was keep at 250 ◦C
uring 3 min with a flow of 250 mL min−1.

With the optimized detector and PTV parameters, we have
roved that the analyte,1,3-DCPD (with the selected ions m/z
25 and m/z 169) can be detected separately from 3-MCPD.
owever this analyte is not included in the EC regulation, it has
ot been validated and not included in the monitoring program.

The linear relationship of absolute peak area versus injected
olume was studied by injecting different volumes (10, 20, 30,
0, 50, 60 and 70 �L of a 0.00441 �g mL−1 standard solution)
sing the optimized values. The result shows than the coefficient
f determination (R2) was higher than 0.98 for the 3-MCPD.

Finally, the instrumental limit of detection (i-LOD) for the
TV-LV was 0.044 ng mL−1. This value was calculated as the

owest concentration of 3-MCPD that provides a signal to noise
alue higher than 3 for every monitored ion (m/z). The i-LOD
btained with the splitless mode injection (2 �L) in the same
S conditions was 0.001 �g mL−1. Hence, it can be seen that

arge-volume injection increases the sensitivity. Fig. 3 presents
he GC-MS/MS chromatograms of a spiked soy sauce sample
5.5 ng g−1) for the product ion m/z 225 in splitless injection
ersus PTV-LV injection and MS/MS spectrum for the PTV
njection. Also the chromatogram of m/z 225 and the corre-
ponding spectrum at the limit of detection (0.055 ng g−1) was
how on Fig. 4.

.3. Validation process
Analyte fortification was carried out by applying a known
oncentration of 3-MCPD to a known quantity of blank (matrix
ithout analyte). Following fortification, spiked samples were

llowed to equilibrate overnight at room temperature prior to
F
o

xtraction. m/z 253 was the parent ion, m/z 225 and m/z 169
ere monitored as product ions. For quantification m/z 225 was
sed.
ig. 4. MS/MS chromatogram and spectrum of a spiked soy sauce at the limit
f detection 0.0551 ng g−1.
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Table 5
Summary of 3-MCPD levels (�g g−1) in food samples from the Spanish market

Sample Number of samples Median (�g g−1) Range (�g g−1)

Bread and breakfast cereals 30 0.068 <0.00022–0.143
Processed sausages 24 0.027 <0.00011–0.94
Beer 5 <0.00028 <0.00028
Soups 5 0.0105 <0.00028–0.098
Cookies 5 0.103 <0.00022–0.103
Soy sauce 5 0.00028 <0.00028–0.020

The lower value of the range were calculated assuming than when 3-MCPD was below the established limit, the concentration was equal to one-half the respective
limit of quantitation.

Table 6
Estimation of the daily intake for adults and children of 3-MCPD based on the median concentrations found in the study

Occurrence
(median �g g−1)

Consumption Daily intake % PMTDIa

Average adultb

(g/day person)
Average childrenc

(g/day person)
Adult (�g/person day) Children

(�g/person day)
Adult Children

Bread and breakfast
cereals

0.068 88.64 85.20 6.02 5.79 0.004 0.009

Processed sausages 0.027 11.78 14.85 0.32 0.40 0.00002 0.0006
Beerd 0.00028 33.87 0.07 9.5 × 10−3 1.96 × 10−5 0.0000007 0.00000003
Soups 0.0105 0.00018 0.41 1.89 × 10−6 4.30 × 10−3 0.000000001 0.000006
Cookies 0.103 13.21 20.68 1.36 2.13 0.001 0.003
Total 0.005 0.01

a PMTDI of 3-MCPD = 2 mg Kg−1 bw day−1.
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b Average adult weight: 70 kg.
c Average children weight: 34 kg.
d For calculations, when an element was under the limit of quantification, the

he linear model was statistically validated taking into account
hat residual values were randomly distributed about the regres-
ion line, the p-value of the F-test statistic was <0.05, and the
oefficient of determination (R2) was better than 0.999 [38].

Recovery and reproducibility (between-day) were studied in
piked soy sauce and breakfast cereals samples at three levels of
oncentration and the blank level in three different days (n ≥ 20
or each level). Table 4 shows the values of these parameters. The
ethod limit of detection (signal to noise ≥3) for the different

ommodities was set at 0.055 ng g−1 .The limit of quantitation,
ased on compliance with the confirmatory criteria, was set at
.5 ng g−1 for soy sauce and 4.4 ng g−1 for breakfast cereals.

.4. Occurrence and daily intake of 3-MCPD

The optimized method was used in the 3-MCPD monitor-
ng program of the Regional Valencia Government. During
005–2007, 94 food samples were analyzed, including soy
auce, bread, breakfast cereals, beer, cookies, soups and pro-
essed sausages. The median concentration of 3-MCPD, and the
aximum and minimum levels (range) in each group of samples

re summarized in Table 5. The results are presented in this form
ecause the 3-MCPD content is not normally distributed.

Of all samples examined, 23 of them contained levels greater
han 0.02 mg kg−1, the limit established by the European Union

or soy sauce and HVPs [2]. The highest value was 0.94 mg kg−1,
ounded in a sample of processed sausage. All of the beer
amples analyzed showed levels of 3-MCPD lower than the
uantitation limit.

M
t

was assumed to be one-half the respective limits.

The levels of 3-MCPD found in this study for bread and break-
ast cereals and processed sausages are similar to those reported
y other authors [3,4,12,24]. On the other hand, the levels found
n soups are greater than these reported by the aforementioned
uthors.

The main route of exposure to 3-MCPD is through the diet.
onsequently, information about dietary intake in necessary in
rder to evaluating the potential health risk for the individual.
he assessment of potential health hazards for consumers may
e obtained by calculating the daily intake of this compound
eriving from the consumption of different foodstuffs and com-
aring the PMTDI set by JEFCA. It should be said that the
urpose here is not to evaluate the total diet exposure but rather
o study the intake of 3-MCPD.

The daily intake of 3-MCPD was calculated by multiply-
ng the respective average concentration (median) by weight of
oodstuffs consumed by an average individual from Spain per
ay. Table 6 shows the daily intake of 3-MCPD based on the con-
entrations founded in this study, calculated taking into account
he total consumption of the foodstuffs studied [39]. As we can
ee the daily intake for adults and children are 0.005 and 0.01%,
espectively, of the level reported from JEFCA (2 mg kg−1).

. Conclusions
The results obtained indicate that the determination of 3-
CPD using PTV with LVI gas chromatography (GC) with

andem mass spectrometry detection (MS/MS) provides a
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ethod limit of detection of 0.055 ng g−1. This LOD is more
ensitive than those provided by other GC-MS methods.

This paper shows that the experimental design is a rapid and
seful tool to optimize this kind of analytic parameters. Of the
tudied factors of MS settings only the REV had a significant
ffect on the response. The optimization of MS/MS parame-
ers and PTV-LV injection settings evidence a sensitive method
uitable for the identification and quantification of 3-MCPD at
ackground levels. The method is available for the wide range
f matrices studied like soy sauce, cereals, bread, acid hydrol-
sed vegetable proteins and sausages. For these reasons, this
rocedure can be used in foodstuffs for the national monitor-
ng programs to evaluate low levels of this contaminant in the
ramework of the European Legislation.

The results of the monitoring study do not show evidence of
isk by means of intake of 3-MCPD for the average adult and
hildren consumers. However, some samples of soy sauce have
oncentrations of 3-MCPD higher that the limit established for
he European Commission.
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bstract

The cationic double-chained surfactant didodecyldimethylammonium bromide (DDAB) was used as pseudostationary phase (PSP) in micellar
lectrokinetic capillary chromatography (MEKC). Its performance on the three kinds of drugs, i.e., basic, acidic, and neutral drugs, was system-
tically investigated. Nicotine, cotinine, caffeine, lidocaine, and procaine were selected as the model basic drugs. Good baseline separation and
igh efficiency were obtained under the optimal separation condition that consisted of 50 mM phosphate (pH 4.0) and 0.08 mM DDAB. Three
asic phenylenediamine isomers can also be well separated with DDAB in buffer. In addition, DDAB can form cationic bilayer on the capillary
all, thus the wall adsorption of basic analytes was greatly suppressed. Compared with commonly used CTAB, the separation of basic drugs was

ignificantly improved with a much lower amount of DDAB present in the buffer. The DDAB-involved MEKC also showed superiority to CTAB

pon the separation of acidic drugs, amoxicillin and ampicillin. In the case of neutral compounds, a good separation of resorcinol, 1-naphthol and
-naphthol was achieved with 0.1 mM DDAB and 30% (v/v) acetonitrile (ACN) present in buffer. Hence, it was concluded that the double-chained
ationic surfactant DDAB can be a good substitute for traditional single-chained surfactant CTAB in MEKC.

2008 Published by Elsevier B.V.
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. Introduction

Micellar electrokinetic capillary chromatography (MEKC)
s an important analytical technique with high separation effi-
iency, short analysis time, and low reagent consumption [1–4].
t has been used in a large number of applications, such as
harmaceutical, environmental, forensic, and general product
nalysis [4]. It takes advantage of the feature of liquid chro-
atography (LC) which utilizes the partition equilibrium of

ompounds between two different phases. Although MEKC was
rst developed for the separation of neutral compounds, it has
een soon applied to separate ionic analytes. Now MEKC is
idely considered as an important separation mode of CE.
The separation mechanism of MEKC is based on the differ-
nce in electrophoretic mobility and distribution between the
queous phase and the pseudostationary phase (PSP). A num-
er of PSPs for MEKC were developed, including surfactants,

∗ Corresponding author. Fax: +86 731 8821848.
E-mail address: szyao@hnu.cn (S. Yao).
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oi:10.1016/j.talanta.2007.12.001
ellar electrokinetic capillary chromatography; Pseudostationary phase

olymers, and their mixtures. In particular, the cationic surfac-
ants not only form micellar pseudostationary phase to facilitate
he separation, but also reverse the orientation of electroosmotic
ow (EOF) [5,6]. Cationic surfactants adsorb on the capillary
all through the electrostatic attraction between the positively

harged head group ions and the negatively charged silanol
roups. A bilayer of cationic surfactant thus forms on the cap-
llary wall with a positive charge facing the bulk solution in
he capillary and then the EOF is reversed [7]. Compared with
he anionic surfactants, cationic surfactants have complemen-
ary characters because of the different type of charge [8–10].
he complementary selectivity of cationic surfactants results in

he viable separation of the compounds which have low affin-
ty with anionic surfactant. In the cationic surfactant systems,
arger EOF can be obtained at the low pH values than that in the
nionic surfactant systems. Also, the cationic surfactants can
e more appropriate to separate mixtures of compounds differ-

ng in their hydrogen-bond acidity than the anionic surfactants
11].

Recently, the double-chained surfactant didodecyldimethy-
ammonium bromide (DDAB) was used as a semipermanent
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oating for the control of EOF and wall adsorption of basic pro-
eins [12–14]. It was found that the aggregation properties were
uite different between single- and double-chained surfactants in
olution [12]. Due to the increased tail group cross-section area,
DAB aggregates to form bilayer structure or vesicle in solution

15], while the single-chained surfactant cetyltrimethylammo-
ium bromide (CTAB) forms spheric micelles. The critical
esicle concentration (CVC) of DDAB in water (0.035 mM [16])
s almost 30-fold lower than the critical micelle concentration
CMC) of CTAB. The very low CVC of DDAB makes it rather
avorable to form stable wall coatings in CE. Furthermore, it
as reported that the CVC of DDAB is lower in phosphate
uffer than in pure water (0.010, 0.0037 and 0.0018 mM in
.7, 22.1 and 44.2 mM phosphate buffer (pH 3), respectively
13]). As known, vesicles are bilayers or multilayer aggregates,
hich are usually bigger in size than the micelles. Vesicles have
igh surface charge density and high electrophoretic mobil-
ty, thus can provide wide migration window and potential
or the separation of compounds with similar hydrophobicity
17]. Fuguet et al. found that dihexadecyldimethylammonium
romide (DHAB) has different properties to, but comparable
electivity as the single-chained cationic surfactants with dif-
erent chain lengths [18]. As the resolving capability of MEKC
irectly depends on solute partition coefficient into the PSPs,
nd the double-chained surfactant vesicle can provide more
ydrophobic space for the hydrophobic interaction that is the
ost important contributor to retention [19], we think the spe-

ial aggregate structure of double-chained surfactant vesicle
ay bring some benefits to MEKC. In this work, we investi-

ated the feasibility of using a more common double-chained
urfactant, DDAB, as PSP in MEKC, and carried out a more sys-
ematical study on the performance of DDAB-enhanced MEKC
n the three different types of drugs, i.e., basic, acidic, and
eutral drugs. The aim of this work is to evaluate a new candi-
ate for PSP in MEKC of drugs. Herein, the surfactant-based
lectrokinetic capillary chromatography is called MEKC for
hort in the following text, despite that the PSP is micelle or
esicle.

. Experimental

.1. Instrumentation

CE was performed on a Beckman P/ACE MDQ CE sys-
em (Beckman Instrument, Fullerton, CA, USA) equipped with

PDA detector, which was controlled by 32 Karat software
Beckman Instruments). A fused-silica capillary (Yongnian Pho-
oconductive Fiber Factory, Hebei, China) of 40 cm (30 cm to
etector) ×50 �m i.d. was used for separation. The virgin cap-
llary was conditioned by rinsing in the following sequence:

ethanol (MeOH) for 5 min, water for 2 min, 1 M HCl for 5 min,

ater for 2 min, 0.1 M NaOH for 10 min, water for 2 min, and
nally buffer for 5 min. All the rinses were made under 138 kPa
nless otherwise noted. The samples were injected under a pres-
ure of 3.45 kPa for 3 s. The separation voltage was ±15 kV. The
apillary was thermostated at 25 ◦C.

t
a
p
c
t
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.2. Chemicals

DDAB was purchased from Sigma (St. Louis, MO, USA).
otinine, caffeine, lidocaine, and procaine were bought from
lfa Aesar (UT, USA). Nicotine was from Merck (Darmstadt,
ermany). m-Phenylenediamine, o-phenylenediamine, and p-
henylenediamine were bought from Guangfu (Tianjin, China).
mpicillin and amoxicillin were purchased from Amresco (OH,
SA). Resorcinol, 1-naphthol and 2-naphthol were bought

rom Damao (Tianjin, China). A 0.1% (v/v) aqueous solution
f N,N-dimethylformamide (DMF) was used as neutral EOF
arker. Dodecanophenone was used as a tracer for the migra-

ion time test of the micelle (tmc). The sample solutions were
irectly prepared in water. The samples of the neutral com-
ounds were prepared in ACN/water mixed solution (v/v, 3:7).
DAB solution (1 mM) was prepared in water and diluted to
esired concentrations by running buffer. Phosphate, acetate and
orate buffer were prepared with their sodium salts or acids and
hen adjusted to the desired pH with NaOH. Double-distilled
ater was used throughout. All reagents were of analytical
rade.

.3. EOF and efficiency measurement

Before each run, the capillary was rinsed with MeOH for
0 min, 1 M HCl for 10 min, 1 M NaOH for 10 min, and finally
uffer for 5 min for the different buffer systems, while simply
ith buffer for 2 min for the same buffer systems. The rinses
f MeOH, HCl and NaOH were made under high pressure of
07 kPa. A 0.1% (v/v) DMF aqueous solution was injected at
.45 kPa for 3 s and then ran under a constant voltage of ±15 kV.
he EOF (μeof) and the effective mobility (μeff) were calculated
sing the following formulas:

eof = L dL t

t eofV
(1)

eff = L dL t

V

(
1

tm
− 1

teof

)
(2)

here Lt and Ld are the total length of the capillary and the
apillary length to the detector, teof and tm are the migration
ime of the EOF marker and the analyte, respectively, and V
s the applied voltage. The separation efficiency and resolution
ere calculated by 32 Karat software based on the following

ormulas:

= 5.54

(
tm

W1/2

)2

(3)

= 1.18
t2 − t1

W1/2 +WP1/2
(4)

here N is the theoretical plates number, tm is the migration
ime, R is the resolution between the peak of interest (peak 2)

nd the peak preceding it (peak 1), t1 is the migration time of
eak 1, t2 is the migration time of peak 2, W1/2 is the width of the
omponent peak at 50% peak height and Wp1/2 is the width of
he previous component peak at 50% peak height. The migration
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Fig. 1. Effect of DDAB concentration on EOF. Buffer, 50 mM phosphate (pH
5.0), 0–0.2 mM DDAB. EOF marker, 0.1% (v/v) DMF. Capillary, uncoated fused
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Fig. 2. Effect of DDAB concentration on the effective mobilities of basic drugs
and DDAB vesicles. Samples: (�) caffeine, (©) cotinine, (�) lidocaine, (�)
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ilica of 40 cm total length (30 cm to detector) ×50 �m i.d. Applied voltage,
15 kV. Detection, 210 nm. Cartridge temperature, 25 ◦C. Injection, 3.45 kPa

or 3 s.

indow is defined as the difference between the migration time
f micelles and EOF (tmc/teof).

. Results and discussion

.1. Characterization of DDAB-mediated EOF

DDAB interacts with the negatively charged silica capil-
ary wall, and reverses the EOF direction, thus the samples
ere injected from the cathode end of the capillary and the
etector was placed at the anode end. The positive EOF is
enoted as from anode to cathode. Fig. 1 shows the influence of
DAB concentration on the EOF in the range of 0–0.2 mM in
0 mM phosphate buffer (pH 5.0). Even if 0.03 mM DDAB was
dded in the buffer, EOF was still strongly reversed. With the
ncrease of the DDAB concentration, the magnitude of reversed
OF at first increased rapidly. At DDAB concentration above
.1 mM, however, the EOF changed rather insignificantly. This
rocess of EOF reversal induced by DDAB is similar to CTAB
20].

The pH value of the buffer plays an important role in the EOF
ariations. The ionic strength of the buffer was maintained con-
tant at 50 mM to investigate the pH effect. It was found that with
H increasing from 3.0 to 6.0, the EOF magnitude significantly
ecreased from −5.4 × 10−4 to −2.6 × 10−4 cm2 V−1 s−1. The
esult may be explained as follows: at low pH, i.e., pH 3.0,
ven 0.1 mM DDAB is sufficiently high to saturate the capillary
all and to cause a highly reversed EOF even if the silica is
artly ionized. With pH increasing, the further dissociation of

he silanol groups increases the negative charges on the capillary
all [7]. Thus the EOF decreases gradually. At pH above 6.0,

he EOF changed slightly, because the amount of Si–O− on the
nderlying silica surface changed little (the pKa of the surface

b
t
P
c

rocaine, (�) nicotine, and (�) DDAB vesicles. Sample concentration, 1 mM.
uffer, 30 mM phosphate (pH 5.0), 0.05–0.2 mM DDAB. Applied voltage,
15 kV. Other conditions as in Fig. 1.

ilanols = 5.3). From the above discussion, acidic pH condition
ay be favorable for a rapid separation.

.2. Study on separation of basic drugs

.2.1. Effect of DDAB concentration
We first studied the performance of MEKC using DDAB as

SP in the basic drugs separation. Nicotine, cotinine, caffeine,
idocaine and procaine were selected as model basic drugs. The
DAB concentration effect was first studied ranging from 0.05

o 0.2 mM in 30 mM phosphate (pH 5.0). Here, we aimed to show
he effect of the interactions between the analytes and DDAB
esicles on the separation, thus the effective mobilities (μeff) of
he analytes and DDAB vesicles were determined. Theμeff of the
DAB vesicles was determined based on the migration of dode-

anophenone [19]. As shown in Fig. 2, theμeff of DDAB vesicles
ncreases from 2.2 × 10−4 to 3.4 × 10−4 cm2 V−1 s−1 within the
DAB concentration 0.05–0.2 mM probably due to the variation
f the vesicle size. The μeff of lidocaine, procaine and nicotine
lso significantly increases with DDAB ranging from 0.05 to
.08 mM, definitely indicating that these three analytes have a
trong partitioning into the vesicles, thus co-migrate with the
DAB vesicles. However, when DDAB is above 0.08 mM, the
eff of lidocaine, procaine and nicotine change little, suggesting

hat their interactions with the DDAB vesicles are saturated. For
he other two analytes, caffeine and cotinine, almost no change
n μeff was observed with the increase of DDAB concentration,
uggesting that their interactions with the DDAB vesicles are
eak. Conclusively, although electrostatic repulsion may exist

etween the basic analytes and the DDAB vesicles, strong parti-
ioning was still observed for some analytes. Therefore, DDAB
SP is still available for the separation of basic drugs. The DDAB
oncentration should be optimized to gain the strongest inter-
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Fig. 3. pH effect on separation of basic drugs. Identification of peaks: (1) caf-
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eine, (2) cotinine, (3) lidocaine, (4) procaine, and (5) nicotine. Buffer, 30 mM
hosphate (pH 3.0–6.0), 0.08 mM DDAB. Other conditions as in Fig. 2.

ction between the PSP and the analytes. Thus, the 0.08 mM
DAB was adopted in the following studies to obtain a rapid

nd good separation. In addition, we found that the DDAB
oncentration affects little on the detection signal and peak
hape.

.2.2. Effect of buffer pH
Buffer pH as a governing factor in separation influences the

OF of the DDAB-coated capillary and the mobility of analyte.
or charged compounds, altering the buffer pH value may affect

he dissociation of the compounds, and then impact on both the

lectrophoretic motilities and the interaction between analytes
nd PSPs [21]. To study the effect of buffer pH, experiments were
erformed with pH ranging from 3.0 to 6.0 (Fig. 3). At low pH
<5.0), the caffeine, cotinine, lidocaine, procaine and nicotine

w
p
t
(

ig. 4. Separation of basic drugs. With no additive (A), 2 mM CTAB (B), and 0.08 m
15 kV for (A), −15 kV for (B) and (C). Other conditions and peak identification as
(2008) 677–683

an be baseline separated. At pH 6.0, it appears that cotinine and
affeine co-migrate due to their partly deprotonation and lack of
ignificant interaction with the DDAB aggregates. The optimal
esolutions of the tested drugs with short migration times are
btained under pH 4.0, thus pH 4.0 is used in the further studies.
urthermore, we note that cotinine (pKa 4.27 [22]) migrates
aster than lidocaine and procaine at pH 4.0–6.0, while lags
ehind them at pH 3.0 because of the change of their charges
nder different pH conditions.

.2.3. Effect of buffer concentration
Generally, high buffer concentration results in high separa-

ion efficiency and well-shaped peaks. However, it also causes
igh Joule heat and long analysis time. Herein, the buffer con-
entrations in the range of 5–100 mM were tested. For lidocaine,
otinine, procaine, and caffeine, the good peak shapes and the
igh resolutions are obtained when buffer concentration is above
0 mM. While for nicotine, the efficiency decreases markedly
hen buffer concentration increases from 50 to 100 mM due to

he increased Joule heat. Therefore, to compromise among good
eparation efficiency, short migration time and good resolution,
0 mM was chosen as the proper phosphate buffer concentra-
ion. Other buffer systems were also investigated. Changing the
uffer to acetate or citrate, however, resulted in worse resolu-
ion and peak shape than that in the phosphate buffer. Thus the
hosphate buffer was throughout used.

Based on the above-mentioned studies, the optimal MEKC
onditions were 50 mM phosphate (pH 4.0) with 0.08 mM
DAB. The separation under the above optimal conditions is

llustrated in Fig. 4C. The basic drugs are baseline separated
nd have good peak shapes. Without DDAB present in buffer
Fig. 4A), caffeine cannot be detected within 20 min, which is
hought to be enough long for a routine analysis, and the peaks
f cotinine and procaine overlap. Also, the peaks show band-
roadening, indicating that the analytes adsorb on the capillary

all to some extent. Thus, DDAB as PSP shows much better
erformance for the separation of these drugs, e.g., the resolu-
ion for cotinine and procaine is greatly improved from R = 1.45
Fig. 4A) to R = 15.6 (Fig. 4C).

M DDAB (C) as additive. Buffer, 50 mM phosphate (pH 4.0). Applied voltage,
in Fig. 3.
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Fig. 5. Separation of phenylenediamine isomers. Identification of peaks: (1)
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.2.4. Comparison of DDAB with CTAB
The performance of the cationic double-chained surfactant

as compared with the commonly used single-chained CTAB.
o get a rather reasonable comparison of the performance of
TAB with DDAB systems, they were tested at the concen-

ration of the same times of CMC or CVC, i.e., 0.08 mM for
DAB and 2 mM for CTAB, respectively (ca. twice the respec-

ive CVC or CMC). For CTAB, as shown in Fig. 4B, the analytes
an be baseline separated. However, the migration window
ith the CTAB (tmc/teof = 1.83) is narrower than that with the
DAB (tmc/teof = 2.51) (Fig. 4C). Due to the bilayer structure,

he DDAB vesicles have a higher charge density than that of
he typical micelles. Hence, they have greater electrophoretic

obility in the opposite direction of EOF, which results in a
ider migration window [21]. The wider migration window and

he stronger partitioning of the analytes into the PSP yield better
esolution for the analytes, e.g., the resolution R2,3, R3,4, and
4,5 are remarkedly increased from 3.22, 2.19, 2.10 for CTAB

o 15.11, 3.80, 7.67 for DDAB, respectively (here, Ri,j repre-
ents the resolution between peak i and peak j). In addition, the
eparation efficiencies of the basic drugs with DDAB are higher
han that with CTAB because the DDAB can suppress the wall
dsorption of basic analytes more effectively [12]. Especially
or cotinine, N are greatly enhanced from 1300 with CTAB to
3 300 with DDAB. Therefore, the double-chained DDAB pro-
ides a better performance than the single-chained CTAB when
sed as PSP in MEKC, with stronger resolving capability, better
eak shape, and less consumption of surfactant.

.2.5. Isomer separation
We also investigated the separation of three basic phenylene-

iamine isomers, m-phenylenediamine, o-phenylenediamine
nd p-phenylenediamine, which are thought to be hardly sep-
rated in CE [23]. When DDAB concentration increases from
.04 to 0.1 mM, its effect on separation was not remarkable.
ith pH value increasing from 3.0 to 5.0, the migration times

ecreased and the peak signals were enhanced. Therefore,
he best conditions were 30 mM acetate buffer (pH 5.0) with
.04 mM DDAB (Fig. 5B). For comparison, the experiments
ere also carried out with 1 mM CTAB. As shown in Fig. 5A,
orse peak shape and longer migration time than that of DDAB
ere observed.
From the above discussions, it can be concluded that DDAB

esicle can provide a more powerful resolving capability in
EKC as PSP for the separation of basic drugs due to its special

esicle structure in aqueous solution. Moreover, adding cationic
urfactant in buffer suppresses the adsorption of basic drugs on
apillary wall, which often causes peak tailing and bad effi-
iency in CE. DDAB, which has double hydrophobic chains,
an form much more stable coating than CTAB. That allows
tronger reversed EOF and higher efficiency.

.3. Study on separation of acidic drugs
We then investigated the potential of MEKC for the analysis
f acidic drugs. Since the acidic analytes can strongly interact
ith DDAB vesicles via electrostatic attraction, it is expected

s
a

ample concentration, 1 mM. Buffer, 30 mM acetate (pH 5.0) with 1 mM CTAB
A) and 0.04 mM DDAB (B). Applied voltage, −15 kV. Other conditions as in
ig. 1.

o obtain a good separation performance in DDAB-facilitated
EKC of acidic drugs. Amoxicillin and ampicillin were tested

s the model compounds. The influence of DDAB concentra-
ion, buffer pH, and buffer ionic strength were studied. With
DAB concentration increasing, the migration times decrease

lightly, and the efficiency is enhanced slightly. For further stud-
es, 0.05 mM (ca. 1.4 times CVC) DDAB was used. At pH < 8.0,
moxicillin and ampicillin did not give satisfactory baseline sep-
ration. At pH higher than 9.3, they were well separated, but the
nalysis time became longer. Thus pH 9.3 is selected. The buffer
oncentration was investigated within 30–150 mM, and the best
esolution was obtained at 100 mM. For higher concentration
150 mM), Joule heat results in bad peak shapes and low effi-
iency. Hence, the optimal buffer was 100 mM borate, pH 9.3,
ith 0.05 mM DDAB (Fig. 6C). Compared with the results of

dding the same concentration of CTAB in the buffer (Fig. 6B),
EKC with DDAB shows much better separation, that is, the
of amoxicillin and ampicillin are significantly enhanced from

4 100 and 24 800–652 000 and 74 000, respectively; and the R
s improved from 3.9 to 4.2. Elevating the CTAB concentration
o 1.3 mM, i.e., 1.4 times its CMC, surprisingly, causes serious
eak band-broadening (Fig. 6A). Since the acidic drugs do not
trongly interact with the silanols on the capillary wall, we think
hat such separation efficiency enhancement with DDAB should
e benefited from the unique aggregate properties of DDAB
esicle.

.4. Study on separation of neutral compounds
MEKC has been acknowledged as a powerful tool for
eparation of neutral analytes since its emergence. Thus, we
lso conducted the experiments with some neutral compounds,
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Fig. 6. Separation of penicillins. Identification of peaks: (1) amoxicillin and
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2) ampicillin. Sample concentration, 1 mM. Buffer, 100 mM borate (pH 9.3)
ith 1.3 mM CTAB (A), 0.05 mM CTAB (B) and 0.05 mM DDAB (C). Applied
oltage, −15 kV. Other conditions as in Fig. 1.

ncluding resorcinol, 1-naphthol and 2-naphthol. In the buffer
onsisted of 30 mM phosphate, 0.1 mM DDAB, and 30% (v/v)
cetonitrile (ACN) at pH 6.7, these neutral analytes were well
eparated (Fig. 7B). Furthermore, we found that the addition of
ome organic solvent into the buffer was critical for the analysis
f neutral compounds. Without adding ACN in buffer, the two

aphthols are hard to baseline separate even at high concentra-
ion of DDAB. The reason may be that these neutral analytes
re rather hydrophobic that they unspecifically interact with

ig. 7. Separation of the neutral drugs. Peaks: (1) resorcinol, (2) 1-naphthol, and
3) 2-naphthol. Sample concentration, 1 mM. Buffer, 30 mM (pH 6.7) phosphate
ith 2.6 mM CTAB (A) and 0.1 mM DDAB (B). Applied voltage, −15 kV. Other

onditions as in Fig. 1.
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DAB vesicles, resulting in low selectivity. Organic modifier
an influence the distribution of the analytes between the PSP
nd the aqueous phase [24]. ACN can change the solubility of
he hydrophobic analytes and thus mediate the partitioning of
he analytes into vesicles. On the other hand, organic modifier
dded in the separation buffer can change the migration win-
ow (tmc/teof ratio) [10]. In this study, the teof increases with
he ACN concentration due to the variation of the dielectric
onstant-to-viscosity ratio (ε/η) of the solvent [25]. Meanwhile,
he tmc increases more rapidly with the ACN concentration
han teof (data not shown), so the migration window becomes
ider. In the case of CTAB, however, the baseline separation
f naphthols cannot be obtained even 30% ACN was added
nto the buffer (Fig. 7A). The migration window with CTAB is
maller than that with DDAB, e.g., with 30% ACN, the tmc/teof
alues are 2.93 for CTAB and 4.12 for DDAB. In summary,
he double-chained cationic surfactant is more powerful than
he single-chained cationic surfactant in the MEKC of neutral
ompounds.

. Conclusions

The low CVC and unique vesicle structure of DDAB makes
t rather attracting as PSP in MEKC. Good separations of basic
nd acid drugs are achieved with low concentration of DDAB
resent in buffer within 5 min under the optimal conditions. It
as also able to get satisfactory separation of neutral drugs when

ome organic solvent is added into the buffer. This work defi-
itely showed that DDAB provide a better performance than
onventional CTAB with regard to analysis time, separation
fficiency, migration widow, and consumption amount of sur-
actant in MEKC. Therefore, we believe that the double-chained
ationic surfactant is a promising PSP in MEKC.
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bstract

A sensitive method for rapid angiogenin (Ang) detection based on fluorescence resonance energy transfer (FRET) has been described. A
ual-labeled probe based on high affinity aptamer for Ang was constructed. As donor and acceptor, 6-carboxyfluorescein (FAM) and 6-carboxy-
etramethylrhodamine (TMR) were labeled at 5′- and 3′-termini of the aptamer probe, respectively. The dual-labeled probe showed obvious

uorescence changes due to the specific binding between aptamer and Ang. By monitoring the fluorescence intensity of donor and acceptor,
uantitative Ang detection could be achieved. This assay is highly specific and sensitive, with a detection limit of 2.0 × 10−10 mol L−1 and a linear
ange of 5.0 × 10−10 to 4.0 × 10−8 mol L−1 Ang. Ang in serum samples of health and lung cancer were also detected.

2007 Elsevier B.V. All rights reserved.
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. Introduction

There have been recent advances in the in vitro selection
f nucleic acid aptamers for their specific binding to target
olecules, as well as in the exploitation of their bioanalytical

nd biotechnological applications [1]. By using the systematic
volution of ligands by exponential enrichment (SELEX) pro-
ess, aptamers can be isolated for recognizing virtually any class
f molecules [2–5] and even whole cells [6,7]. Compared with
ntibodies, aptamers not only have similar high affinity and
electivity for proteins, but also have several clear advantages
ver antibodies, including simple production, easy storage, great
eproducibility and easy modification [8].

The key in the development of aptamer-based analyti-
al methods and sensors is to transduce aptamer recognition
vents to detectable signals [9–13]. Fluorescent techniques
ffer excellent choices for signal transduction because of their

ondestructive and highly sensitive characteristic [14–16]. For
xample, single-fluorophore-labeled aptamers can be used to
eport ligand–aptamer binding by monitoring the changes of
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eled probe

uorescence intensity or anisotropy resulting from the changes
f the microenvironment or rotational motion of the fluorophore
17,18]. Taking advantage of the ligand induced conformational
hanges of aptamers, dual-fluorophore-labeled aptamers have
een developed to give target-dependent fluorescence changes
hrough fluorescence resonance energy transfer (FRET) [19,20].
sually, FRET-based analytical method has higher sensitivity

nd more simplicity in detection of ligand–receptor binding,
ince merely the fluorescence changes of the acceptor were
bserved [21].

Angiogenin (Ang), one of the most potent angiogenic factors,
14.4-kDa polypeptide, is a homologue of bovine pancreatic

ibonuclease A (RNaseA) with a ribonucleolytic activity of
our to six orders of magnitude less than that of RNaseA. It
s related with the growth and metastasis of numerous tumors
22,23]. Serum concentration of Ang is commonly detected with
ntibody-based enzyme-linked immunosorbant assay (ELISA)
24]. AL6, a 45 nt DNA aptamers of Ang, was generated by
n vitro selection process [5]. Instead of antibody, a single-
uorophore-modified derivative of this aptamer has been used

o detect Ang in sera based on fluorescence anisotropy [18].
In this paper, we developed a FRET-based aptamer probe for
apid and quantitative Ang detection. The donor and acceptor
ere attached to the two ends of the aptamer oligonucleotide

o construct FRET-based probe. Sensitive fluorescence signal
hanges were observed upon addition of Ang. Compared with
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Table 1
List of the DNA sequences used in the experiments

Designation Sequence

Dual-labeled probe 5′-FAM-CGG ACG AAT GCT TTG ATG TTG TGC TGG ATC CAG CGT TCA TTC TCA-TMR-3′
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p
a
a

2

2

p
d
T
p
r

C
-
j
a

t
2
t
(
t
A
d
c
o
(
r

2

F
e
r
S
T

f
r
fl
s
F
l
a
d

w
s
R

2

n
0
U
t
a
m

w
H
E
H
e
b

t
T
p

3

3

a
t
o
n
s
f
r
t
(

i
t
o
fl

ingle-labeled aptamer 5′-FAM-CGG AC
andom labeled DNA 5′-FAM-TTG AT

revious fluorescence anisotropy method, lower detection limit
nd broader linear range were achieved using FRET-based
ptamer probe.

. Experimental

.1. Materials

A single-fluorophore-labeled and a dual-fluorophore-labeled
robe based on the 45 nt DNA aptamer of Ang, and a random
ual-labeled DNA oligonucleotide were synthesized by Dalian
akara Bio Inc. (Dalian, China). All DNA oligonucleotides were
urified by reverse phase high-performance liquid chromatog-
aphy.

Sequences of the oligonucleotides were listed in Table 1. 6-
arboxyfluorescein (FAM, λex/em = 493/520 nm) and 6-carboxy

tetramethylrhodamine (TMR, λex/em = 558/577 nm) were con-
ugated to the termini of the oligonucleotide strand as donor and
cceptor.

Recombinant human Ang was purchased from R&D Sys-
ems (Minneapolis, MN). The protein was dissolved in
.0 × 10−3 mol L−1 phosphate buffer (pH 7.2) without fur-
her purification. Other proteins such as human serum albumin
HSA), immunoglobulin G (IgG), bovine serum albumin (BSA),
hrombin (Thr), actin and RNaseA were obtained from Sigma.
ll proteins were left on ice when not used to minimize any
enaturation. All other chemicals were of research or analyti-
al purity and used without further purification. Purified water
btained through a Nanopure Infinity ultrapure water system
Barnstead/Thermolyne Corp., Dubuque, IA) with an electrical
esistance larger than 18.2 M� was used in all experiments.

.2. Measurements and methods

All fluorescence measurements were performed on a
luorolog-Tau-3 spectrofluorometer (Jobin Yvon Inc., NY)
quipped with a thermostat that had a temperature control accu-
acy of 0.1 ◦C. The excitation wavelength was set at 493 nm.
lits for both the excitation and the emission were set at 5 nm.
he sample cell was a 150 �L quartz cuvette.

For fluorescence measurements, the fluorescence spectra
rom 510 to 700 nm were scanned (λex = 493 nm). The fluo-
escence intensity of acceptor fluorophore (FI577) and donor
uorophore (FI520) were recorded, and the fluorescence inten-
ity ratios (Fr = FI577/FI520) were used to evaluate the change of

RET efficiency. A single-labeled aptamer and a random dual-

abeled DNA oligonucleotide were used as control probes when
ll other experimental conditions were the same as those for the
ual-labeled aptamer probe.

o
f
t
r

T GCT TTG ATG TTG TGC TGG ATC CAG CGT TCA TTC TCA-3′
G TGC TGC GAA TGC TGA TCC AGC GTT CAT TCG GAC-TMR-3′

Titration curves were obtained by titrating dual-labeled probe
ith Ang. To examine the specificity of the aptamer probe,

everal other proteins were used, including HSA, BSA, Actin,
NaseA, Thr and IgG.

.3. Ang detection of pratical samples

Pretreatment of samples: serum samples (healthy and malig-
ant lung tumor patients) and HSA solution (40 g/L, dissolved in
.9% NaCl) were loaded into a centrifugal filter device (Amicon
ltra-15, MWCO = 30,000, Millipore), and subjected to cen-

rifugation (7500 × g, 40 min). HSA centrifugation ultrafiltrate
nd seum centrifugation ultrafiltrate were used for the following
easurements.
Standard curve: Ang solutions with different concentration

ere prepared by adding various amount of Ang and 10 �L
SA ultrafiltrate into 140 �L 10 mM Tris–HCl (pH 7.4, 0.5 mM
DTA). Fluorescence detection was performed after adding
SA centrifugation ultrafiltrate and Ang solutions with differ-

nt concentration, respectively. The standard curve was traced
y Ang concentration and Fr value.

Detection of Ang in serum samples: 10 �L serum ultrafil-
rate and known amount of Ang were added into 140 �L 10 mM
ris–HCl (pH 7.4, 0.5 mM EDTA) and fluorescence assays were
erformed.

. Results and discussion

.1. Design of FRET-based aptamer probe

A dual-labeled probe was designed based on a 45 nt DNA
ptamer designed as AL6-B [5]. FAM and TMR were conjugated
o the terminis of the DNA strand as fluorophore donor and flu-
rophore acceptor. The aptamer exists at equilibrium between a
on-structured random coil and a secondary structure similar to
tem-loop. Formation of a correct secondary structure is critical
or interaction with Ang [5]. Addition of Ang shifts the equilib-
ium in favor of the secondary stem-loop structure, which draws
he fluorophore donor (F1) and fluorescence acceptor (F2) closer
Fig. 1), leading to the enhanced FRET efficiency.

As shown in Fig. 2, the aptamer probe experienced a signif-
cant fluorescence signal change when binding with Ang. With
he adding of twofold amount of Ang, the fluorescence intensity
f acceptor fluorophore (FI577) increased while that of the donor
uorophore (FI520) decreased. The distinct difference of the flu-

rescence intensity ratio (Fr = FI577/FI520) could be observed
rom the aptamer probe before and after Ang adding. The reac-
ion was quick and the signals become stable within 1 min. As
eported, the utilization of the fluorescence ratio should pro-
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ig. 1. Cartoon illumination of FRET-based aptamer probe for binding with th
tructure.

ide several significant advantages over fluorescence detection
f donor or acceptor only, such as higher fluorescence detection
ensitivity, wider application in ratiomatric image in vivo [25].

To demonstrate that the fluorescence signal change was
nduced by the specific Ang–aptamer binding, two control
robes were used. One is a random oligonucleotide, also labeled
ith FAM and TMR at the strand ends; another is a single-

abeled aptamer probe, without acceptor fluorophore. For the
wo control probes, the fluorescence intensity did not change sig-

ificantly with the addition of Ang. Therefore, it is Ang–aptamer
inding that induces the conformational change of dual-labeled
robe, then the donor fluorophore and the acceptor fluorophore
re brought closer to each other and energy transfer occurred.

ig. 2. Fluorescence spectra of FRET-based aptamer probe before
nd after Ang adding. (a) Buffer: 1.0 × 10−2 mol L−1 Tris–HCl (pH
.4) + 1.0 × 10−2 mol L−1 NaCl; (b) buffer + 2.0 × 10−8 mol L−1 aptamer
robe; (c) buffer + 2.0 × 10−8 mol L−1 aptamer probe + 4.0 × 10−8 mol L−1

ng. (Inset) Fr value (fluorescence ratio, Fr = FI577/FI520). λex = 493 nm.
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et protein, Ang. (Left) Random coil structure and (right) predicted secondary

.2. Effect of ion strength on FRET-based aptamer probe

In order to study the effect of ion strength on FRET-based
ptamer probe, a series of titration experiments with sequential
dding of cations were performed.

Both Na+ and Mg2+ caused an obvious fluorescence intensity
ecrease of the donor fluorophore and the acceptor fluorophore,
s shown in Figs. 3 and 4. This phenomenon, with a simulta-
eous fluorescence decrease of donor and acceptor, referred to
s contact quenching [26], is quite different from FRET. In flu-

rescence analysis with dual-labeled probe, contact quenching
nd FRET effect are coexisted and both induced changes of flu-
rescence ratio (Fr = FIacceptor/FIdonor). As shown in Fig. 3, with
ncreasing of [Na+], Fr value experienced a gradual increase.

ig. 3. Effects of Na+ concentration on the FRET assay. Conditions were as fol-
ows: 1.0 × 10−2 mol L−1 Tris–HCl, pH 7.4, 2.0 × 10−8 mol L−1 aptamer probe,
rom top to bottom: 20 nM probe, 0.05, 0.1, 0.5, 1, 2, 5, 10, 20, 50, 200 mM Na+;
inset) Fr value (fluorescence ratio, Fr = FI577/FI520), λex = 493 nm.
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Fig. 4. Effects of Mg2+ concentration on the FRET assay. Conditions were as fol-
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An excellent probe is required to selectively respond only
to its target, free from interferences with other components.
Since Ang is an angiogenic protein excreted by cells with cer-
tain amount in plasma, we tested the probe’s specificity with
ows: 1.0 × 10−5 mol L−1 Tris–HCl, pH 7.4, 2.0 × 10−8 mol L−1 aptamer probe,
rom top to bottom: 20 nM probe, 0.01, 0.05, 0.1, 0.2, 0.5, 1.0, 5.0, 10.0 mM

g2+; (inset) Fr value (fluorescence ratio, Fr = FI577/FI520), λex = 493 nm.

or [Na+] within 0–10 mM range, a slight shift of Fr value was
bserved.

Mg2+ caused a correspondingly intensive contact quench-
ng (Fig. 4). In order to decrease the influence of the Mg2+,
helating reagent EDTA was used. As shown in Fig. 4, no
bvious Fr value was observed with the mixture of Mg2+ and
DTA (molar ratio 1:1). Moreover, presence of EDTA did not
ffect Ang–aptamer binding and FRET-based Ang detection
data shown in supplementary information). Consequently, to
nhance the FRET effect induced by Ang–aptamer binding
nd reduce the contact quenching caused by Mg2+, the fol-
owing detection buffer were chosen in all experiments (unless
pecified otherwise): 1.0 × 10−2 mol L−1 Tris–HCl (pH 7.4),
.0 × 10−2 mol L−1 NaCl.

.3. Detection of Ang using FRET-based probe

Titration experiments were performed with sequential adding
f Ang into the FRET-based aptamer probe solution. For every
oncentration of Ang, the fluorescence intensities of donor fluo-
ophore (FI520) and acceptor fluorophore (FI577) were measured.
pon addition of Ang, the fluorescence intensity at 520 nm
ecreased; whereas that at 577 nm increased. Fig. 5 gives flu-
rescence ratio (Fr = FI577/FI520) changes as a function of Ang
oncentration. As shown in the inset, with the Ang concentration
anged from 5.0 × 10−10 to 4.0 × 10−8 mol L−1, a linear correla-
ion (R2 = 0.9963) between Fr value and Ang concentration was
chieved. The detection limit of Ang was 2.0 × 10−10 mol L−1

S/N = 3).
The value of the equilibrium constant and the stoichiometry

f the complex from the FRET signals shown in Fig. 5 were also
etermined according to the following equation:{

c

√(
c
)2 (

Pt
)}
r − Frmin = (Frmax − Frmin)
2nDt

−
2nDt

−
nDt

here Dt is the concentration of dual-labeled aptamer probe,
t is the concentration of the titrant protein, Fr is measured

F
w
b
2
a

s follows: 1.0 × 10−2 mol L−1 Tris–HCl, pH 7.4, 1.0 × 10−2 mol L−1 NaCl,
.0 × 10−8 mol L−1 aptamer probe, λex = 493 nm. Fr = FI577/FI520. Inset: the
inear range of FRET assay.

uorescence ratio (Fr = FI577/FI520), Frmin is the Fr value with-
ut titrant, Frmax is treated as a fitting parameter because the
mount of protein added was rarely enough to attain saturation,
is the number of binding sites on aptamers, Kd is the micro-

copic dissociation constant for the binding of Ang to a DNA
inding site, and c = Kd + n × Dt + Pt). The equilibrium constant
f 1.5 nM and the stoichiometry of 1.3 were similar to that of
he former results concluded from detection using fluorescence
nisotropy with single-labeled aptamer probe [18].

.4. Demonstration of specificity of FRET-based probe
ig. 6. Binding specificity of the FRET-based aptamer probe. Different proteins
ere compared to Ang in their capability to change the Fr value of the FRET-
ased probe. The concentrations of aptamer probe, Ang and control proteins were
.0 × 10−8, 4.0 × 10−8 and 2.0 × 10−7 mol L−1, respectively. Conditions were
s follows: 1.0 × 10−2 mol L−1 Tris–HCl, pH 7.4, 1.0 × 10−2 mol L−1 NaCl.
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Table 2
Detection of Ang in serum

Frserum Cserum (nM) �C (nM) Frang �C′ (nM) Recovery rate (%)

1 0.3426 2.5 5.0 0.3484 4.8 96
2 0.3425 2.5 5.0 0.3484 4.9 99
3 0.3440 4.6 5.0 0.3505 4.8 96
4 0.3441 4.7 5.0 0.3507 4.9 99
5 0.3445 5.5 5.0 0.3517 5.0 100
6 0.3444 5.4 5.0 0.3514 4.8 96
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ng concentration added to serum ultrafiltrate; Frang: Fr value of aptamer with

hecked according to standard curve; recovery rate: �C′
ang/�Cang.

ome plasma proteins, such as HSA, IgG, BSA, actin, Thr and
NaseA. The result in Fig. 6 shows that only Ang brought obvi-
us Fr value (Fr = FI577/FI520) change to FRET-based aptamer
robe, while 20-fold excess of all other proteins did not cause
pparent changes. This is due to the high affinity and high speci-
city of the aptamer toward its target protein.

.5. Detection of Ang in a practical sample

For analyses of practical samples, the interference and fluo-
escence quenching by some serum samples should be taken into
ccount. In this paper, the advance process of centrifugation with
centrifugal filter device was performed to remove HSA and

ther abundant protein in serum. Two serum samples of healthy
ersons and four serum samples of lung cancer patients were
easured and the Ang concentrations were checked on the stan-

ard curve. Table 2 gives fluorescence ratio (Fr = FI577/FI520)
hanges as a function of Ang concentration. Ang in sera of
ealthy persons (samples 1 and 2), lung cancer patients (sam-
les 3 and 4) and invasive lung cancer patients (samples 5 and
) caused different Fr value change (Frserum). Also, added Ang
isplayed a corresponding change of Fr value (Frang). Compared
ith the known concentration of added Ang (�Cang), the rate of

ecovery showed a satisfactory result.

. Conclusions

A dual-labeled aptamer probe based on FRET was con-
tructed. The probe offered an effective signal transduction
ethod for rapid Ang recognition and quantitative monitor-

ng. The method was highly specific and sensitive. Under
he optimal detection conditions, a linear range within
.0 × 10−10 to 4.0 × 10−8 mol L−1 and a detection limit of
.0 × 10−10 mol L−1 were obtained. The detection limit should
eet the requirement of clinical tests for Ang.
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bstract

A novel immunoassay based on surface-enhanced Raman scattering (SERS) has been developed. The method exploits the SERS-derived signal
rom reporter molecules (crystal violet, CV) encapsulated in antibody-modified liposome particles. The antigen is firstly captured by the primary
ntibody immobilized in microwell plates and then sandwiched by secondary antibody-modified liposome. The CV molecules are released from
he liposome and transferred to specially designed substrate of gold nanosphere arrays with sub-10-nm gaps. The concentration of the antigen
s indirectly read out by the SERS intensity of the CVs. The substrate used could substantially improve the sensitivity and reproducibility of
ERS measurement. The SERS intensity responses are linearly correlated to logarithm of antigen concentration in the range of 1.0 × 10−8 to

.0 × 10−4 g mL−1 with a detection limit of 8 ng mL−1. To our knowledge, this is the first report describing liposome-mediated enhancement of
he sensitivity in immunoassay based on surface-enhanced Raman scattering. Experimental results show that the proposed method illustrates a
otential prospect of applications in immunoassay.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Surface-enhanced Raman scattering (SERS) holds vast
otential as a highly sensitive and selective tool for the identifica-
ion of biological or chemical analytes. Its narrow, well-resolved
ands allow simultaneous detection of multiple analytes, and
he low intensity of SERS signal of water simplifies investi-
ation of biological samples [1]. A series detection methods
ased on SERS have been developed for biological species.
he sandwich-type immunoassay based on SERS is one exam-
le. It involves the immobilization of capture antibodies on a

urface for capturing the analyte antigens from solution and
ndirect measurement of SERS signal from Raman tags which
abeled the secondary antibodies. The pioneering work was

∗ Corresponding authors. Tel.: +86 731 8821916; fax: +86-731-8822577.
E-mail addresses: shuangyanhuan@yahoo.com.cn (S. Huan),
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eported by Cotton’s group in 1989 [2] for the human thyroid
timulating hormone (TSH). A roughened silver electrode and
esonance dye, p-dimethylaminoazobenzene (DAB) were used
o obtain SERS signal in proportion to TSH antigen concen-
ration. Sufficiently low detection limit was hardly attainable
ue to relatively large distance between the resonance dye and
he roughened silver substrate separated by the bimolecular
ayers as the SERS signal used to decrease sharply with this
istance.

Ozaki’s group [3] proposed enzyme labeled immunoas-
ay employing SERS signals of an enzyme reaction product
zoaniline. Owing to the direct absorption of azoaniline on
ilver colloids, a low detection limit (10−15 M mL−1) was
ealized though the measurement range was relatively narrow
0.158–2.5 ng mL−1). Porter and co-workers [4] showed that

old nanoparticles immobilized with 4-mercaptobenzoic acid
nd antibodies could be used for immunoassay readout. Natan’s
roup [5] synthesized “SiO2-coated, analyte-tagged” nanopar-
icles for use in multiplexed bioassays. Besides the problem
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ssociated with detection limit and range, another common prob-
em faced in sandwich-type immunoassay is the reproducibility
f the SERS signal which depends usually on very careful con-
rol of experimental conditions.

In this paper, we tried to use an alternative Raman probe,
he secondary antibody-modified liposome encapsulating crys-
al violet to obtain a SERS signal amplification effect. The
mmunoassay is conducted by following the typical procedure
or sandwich-type immunoreactions in microwell plates. As
hown in Scheme 1, the antibody specific to a model analyte
uman IgG (hIgG) is immobilized on the wells of microwell
y physical adsorption. The human IgG analyte is firstly cap-
ured by the primary antibody on the plate and then sandwiched
y the secondary antibody-modified by CV-encapsulating lipo-
ome. The addition of ethanol followed by sonication will break
he liposomes and release the encapsulating CV molecules. Then
ransfer a droplet of the solution to a specially designed gold
anosphere arrays with controlled sub-10-nm gaps, followed by
nal CV SERS signal readout. The last step is designed for solv-

ng the above mentioned problems associated with sensitivity
nd reproducibility. The recent nanoparticle array studied [6–8]
how that the precise control of gaps in the sub-10 nm regime,
nown as “hot spots”, is crucial for fabrication of substrate with
niformly high SERS activity for collective surface plasmons
xisting inside the gaps [9]. According the discovery of Halas’s
esearch group [10], we managed to prepare a convenient and
ost-effective substrate–gold nanosphere arrays with sub-10 nm
aps to obtain high, stable and reproducible SERS signal, which
nables trace-level quantitative analysis of CVs released.
To our knowledge, this is the first report describing liposome-
ediated enhancement of the sensitivity in immunoassay based

n SERS as combined with the used of specially designed sub-
trate. Experimental results show that the proposed method

2

d

cheme 1. Schematic diagram of the immunoassay based on SERS. (I) Coat the mic
ites with BSA; (II) add antigen sample to the microwell; (III) add secondary antibod
way unbound antibody; (VI) breaking the liposome to release CVs; (V) then the CV
ontrolled sub-10-nm gaps, followed by final CV SERS signal readout.
(2008) 797–803

llustrates some useful ways to improve the analytical perfor-
ance of SERS-based immunoassay.

. Experimental section

.1. Materials and apparatus

Phosphocholine, phosphoethanolamine, cholesterol and glu-
araldehyde were purchased from Sinopharm Chemical Reagent
Shanghai, China). Goat anti-hIgG antibody and hIgG (affin-
ty purification), bovine serum albumin (BSA) and glycine
ere supplied by Beijing DingGuo Biotechnology Company

Beijing, China). HAuCl4·3H2O, NH2OH, trisodium citrate,
etyltrimethylamonium bromide (CTAB) and other chemicals
ere all of analytical grade and used as received.
The size distribution of liposomes was measured by Malvern

etasizer 3000 HS (Malvern Instruments, Worcs, UK) and the
EM images were obtained with a JSM-5600LV SEM (JEOL
td., Japan, acceleration voltage 20 K).

For Raman measurements, a Confocal Raman System
aboram 010 (Jobin Yvon Inc., USA) based on an inte-
ral Olympus BX40 microscope was used. Calibration was
one referring to the 520.6 cm−1 line of silicon. A 632.8 nm
aser source (5 mW) was used for excitation and the slit
nd pinhole were set at 100 �m and 1000 �m, respectively.
he spectrometer grating was 1800 lines mm−1. An automatic
otorized translator XY stage was utilized to perform Raman
apping.
.2. Preparation of CV-encapsulating liposomes

Liposome was prepared by the standard sonication proce-
ure as described elsewhere [11] with slight modifications.

rowell plate with antibody. Wash away unbound antibody and block free active
y-modified liposome encapsulating crystal violet to make a “sandwich”; wash
molecules are transferred to a specially designed gold nanosphere arrays with
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mixture containing 75 mg phosphocholine, 35 mg phospho-
thanolamine and 40 mg cholesterol were dissolved in 2 mL
hloroform/methanol solution (6:1, v/v), and then dried to a
hin film using a rotary evaporator at 45 ◦C. Afterwards, the
lm was hydrated in 5 mL of phosphate buffer (pH 7.4) con-

aining 0.5 mM CV at 75 ◦C for 30 min and then vigorously
onicated for 10 min. The CV-encapsulating liposomes (about
mg lipid mL−1) were thus prepared for use. The average size
nd the distribution of the liposomes were measured by Malvern
etasizer 3000 HS.

.3. Coupling of antibody to the CV-encapsulating
iposomes

The goat anti-hIgG antibody was immobilized on the surface
f the CV-encapsulating liposomes via glutaraldehyde coupling
y following procedure [12]: 1 mL of liposome was added into
.6 mL of 2.5% glutaraldehyde solution in drops with gently stir-
ing for 1 h at 4 ◦C. Excess glutaraldehyde solution was removed
y dialysis overnight in phosphate buffer (pH 7.4) at 4 ◦C. Then,
.2 mL of 1 mg mL−1 goat anti-hIgG antibody solution was
dded at 4 ◦C under gently stirring. One hour later, 0.2 mL of
M glycine–NaOH (pH 7.2) was added to block excess alde-
yde groups on the liposome surface and incubated for 6 h at
◦C. The unpacked CV molecules were separated form lipo-

ome solution by dialysis overnight. Then the CV-encapsulating,
ntibody-modified liposome solution (1.5 mg lipid mL−1) was
tored at 4 ◦C until use.

.4. Preparation of gold nanosphere array substrate for
ERS detection

Gold seeds colloids (maximum at 518 nm, UV–visible
bsorption spectra) was acquired by quickly mixing 5 mL of
8.8 mM sodium citrate and 1.7 mL of 1% HAuCl4 with 50 mL
f boiling water solution under vigorous stirring, as described
y Natan’s group [13]. Then the mixture was kept on boil-
ng for 15 min before it cooled down to room temperature and
tored at 4 ◦C until use. By changing the volume of seeds added,
old colloid (∼1010 particles mL−1) with different diameters
as generated in the solution, which contained 1 mL of 1%
AuCl4, 4.2 mL of 40 mM NH2OH and 190 mL H2O at room

emperature.
The specially designed SERS substrates were prepared

ccording to Wang et al. [10]: gold nanoparticles were func-
ionalized with CTAB with a droplet dried on indium-doped tin
xide (ITO) glass under ambient conditions. In brief, 50 mL of
old colloid solution was mixed with 50 mL of 40 mM CTAB
queous solution for 1 h. Hence, the CTAB-capped nanoparti-
les were centrifuged and redispersed twice in H2O to get rid
f the excess CATB in the solution and adjusted to a concentra-
ion of approximately 1012 particles mL−1. The SERS substrates

ere obtained by depositing a droplet of CTAB-capped gold
articles solution onto the surface of the conductive side of
TO glass slide, and allowing it dry undisturbed under ambient
onditions.

a
t
s
I
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.5. Immunoassay protocol

The immunoassay was conducted by following typical pro-
edure: 100 �L of 0.25 mg mL−1 goat anti-human IgG solution
n 0.05 M NaHCO3–Na2CO3 (pH 9.6) buffer was added into
ach microwell followed by overnight incubation at 4 ◦C. In
his way, the goat anti-human IgG antibodies were immobi-
ize on the wells of microwell through physical adsorption.
fter removing the solution from each well, the wells were
ashed by 0.01 M PBS (pH 7.4) six times and then 200 �L
f 10 mg mL−1. BSA was introduced in each to block active
ites. Then 100 �L of human IgG antigen analyte was added
nd incubated for 1 h at 37 ◦C. Afterwards, 100 �L of the CV-
ncapsulating antibody-modified liposome solution was added
ollowed by 2 h incubation at room temperature. The secondary
ntibodies conjugate with the immobilized antigen analyte to
orm a sandwich of antibody–antigen–antibody/liposome bound
o the microwell. After the wells were rinsed by PBS, 100 �L
thanol was added followed by sonication for 1 min, and then a
roplet of the solution was transferred and dried on the SERS
ubstrate to record the SERS spectra of CV.

. Results and discussion

.1. Choosing proper SERS substrate

Preparation of SERS substrate is always the core procedure in
he surface-enhanced Raman scattering experiments. An ideally
ERS substrate should generate significantly large enhancement
actor and, what’s more, it should generate equal enhancement
actor in different areas on its surface. Besides, it must be easy to
repare. Under some circumstances, the preparation of a usable
ubstrate could be proved to be a formidable task.

In the following experiments, highly ordered gold spher-
cal nanoparticle SERS substrates were prepared and used.
he gold colloids of different diameters were synthesized
y seed-mediated growth approach. The average size of
old nanoparticle used in this experiment is about 47 nm
300 particles analyzed, R.S.D.% is about 12.9%). The size dis-
ribution is shown in Fig. 1. Using CTAB as a capping surfactant,
ositively charged bilayers could be formed on gold nanoparti-
les, providing repulsive interaction between the nanoparticles
o prevent random disordered aggregation during solvent evap-
ration. This led to the formation of close-packed NP arrays. A
ighly ordered gold spherical array with sub-10 nm gaps was
repared and the SEM image was shown in Fig. 2. Such a
tructure created uniform densities of well-defined “hot spot”
t the junctions between neighboring NPs exploitable for large
ERS enhancements. The as-fabricated substrates displayed
uite stable SERS enhancements. There was almost no observ-
ble activity loss after stored under ambient conditions for about
0 days [10].

The SERS responses of CV of different concentrations were

cquired by dropping a few microlitres of CV solution onto
he substrate as shown in Fig. 3. One can see that the SERS
ignal intensity on the close-packed Au–NP arrays was strong.
n addition, a good linear response was obtained, that make it
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Fig. 3. Peak intensity of the Raman band at 1169 cm−1, recorded for pure CV
solutions on CTAB–AuNP close-packed SERS substrate.
ig. 1. The size distribution of Au–NPs. The average size of Au–NPs is about

7 nm, R.S.D.% is 12.9%.

ossible to conduct CV-encapsulating liposome-tagged SERS
etection. Then, this close-packed Au–NP arrays substrate was
hosen for the following experiment.

The reproducibility of the SERS substrates is also important.
ig. 4 shows the Raman mapping spectra (25 points) collected in
120 �m × 120 �m area of CV solution of same concentrations
n three different substrates, prepared in the same batch. The
and at 1619 cm−1 and 1578 cm−1, can be assigned to out-of-
lane ring stretch. The board band, which appears at 1381 cm−1

nd 1360 cm−1 in Fig. 4, consists of the unresolved in-plane C–H
ending mode and symmetrical N–C-ring-C–C stretching mode.
nd the band at about 1169 cm−1 can be assigned to the in-plane

romatic C–H bending modes. The average SERS intensities
t 1169 cm−1 are 1890.7 c s−1, 1928.7 c s−1 and 1901.4 c s−1,
espectively. And average SERS intensities at 1619 cm−1 are

−1 −1 −1
409.5 c s , 3482.7 c s and 3462.8 c s , respectively. The
ubstrate exhibits quite uniform SERS activity. The R.S.D.%
f 1169 cm−1 bands (1.02%) is smaller than 1619 cm−1 bands
1.09%). In this work, the peak intensity of Raman band at

ig. 2. A SEM image showing the surface of the CTAB–AuNP close-packed
ERS substrate.

Fig. 4. SERS mapping spectra of 5 �L of CV of the same concentrations
deposited on three SERS substrates (a, b and c) prepared in the same batch,
which were collected at 25 points in an area of 120 �m × 120 �m.
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169 cm−1 is selected as a characteristic peak to quantify hIgG
n immunoassay.

.2. Optimization the concentration of CV-encapsulating
iposome

Liposome is widely used as drug delivery vehicle in con-
rolled release. Fluorescent dye-encapsulating liposomes have
lso been used for many years to study the liposome–cell interac-
ions. Liposome is a perfect artificial vehicle for active molecules
elivery in bioanalysis. In this study, the SERS active water sol-
ble CVs are used as signal reporter molecules. Before coupling
ith the secondary antibodies for immunoassay, they are encap-

ulated in liposomes. The average size of the CV-encapsulating
iposomes measured by Zeta sizer is about 45 nm (analysis by
umber).

The liposome preparation contain phosphoethanolamine
omponent, which can provide free amino groups essentially
n the surface of the liposomes. In the experiment, 1 mL of
iposome solution (3 mg lipid mL−1) is added very slowly into
.6 mL of glutaraldehyde solution (2.5%). In this way, the glu-
araldehyde in the solution is comparative excessive to the
iposomes. This protocol helps to keep concentration of unre-
cted liposome at low level, thus the distance between them is
arge. So, it is unlikely that a large number of liposomes are
onnected together. After removal of the excess glutaraldehyde
nd unpacked CV molecules by dialysis, insufficient amount
f anti-hIgG is added (compared to the total amount of amino
roups on liposomes). And then excess glycine is added to
lock the residual aldehyde groups on the liposome surface by
his protocol, maybe there are some liposomes be connected
y glutaraldehyde, but the quantity might be very small. The
npacked CV molecules are dialyzed from the system and the
oncentration of the final stock solution is estimated to be
.5 mg lipid mL−1.

The CV-encapsulating liposomes are easy producing and can
e stable in solution for a period of time with no significant
hanges in size or structure. So, it is feasible to use CV-
ncapsulating liposomes as labels to modify antibodies and give
mplified signals when coupling with highly sensitive SERS
echnique.

In the experiment, an excessive amount of liposomes pre-
ented in the detection system will result in comparatively
igh background SERS response. On the contrary, if there
s insufficient amount in the system, the intensity of the
ERS signal will be comparatively weak and will lead to
high detection limit. It is considered that, the molecules

ncapsulated in liposome will leak very slowly [14]. Those
eaking CV molecules can adsorb onto the antibodies or
ntigens, and are difficult to be washed away. In order to
nd a suitably concentration of CV-encapsulating liposomes
or detection, different concentrations (1.5, 0.15, 0.075, 0.03,

.015 mg lipid mL−1) of CV-encapsulating liposome solutions
re used in the test, which are prepared by diluting the liposome
tock solution (1.5 mg lipid mL−1). The concentration of anti-
en fixed at 1.0 × 10−4 g mL−1, and BSA (1.0 × 10−4 g mL−1)

I
I
u

IgG (10−4 g mL−1, black bars) and BSA (gray bars) with different concentra-
ions of liposome solution: (a) 1.5 mg lipid mL−1; (b) 0.15 mg lipid mL−1; (c)
.075 mg lipid mL−1; (d) 0.03 mg lipid mL−1; (e) 0.015 mg lipid mL−1.

re used as a control group. And the relationship of lipo-
ome’s concentration between the final SERS response are
hown in Fig. 5. Since group C (0.075 mg lipid mL−1) in
ig. 5 exhibits a relative higher signal to noise ratio than
ther four groups, the final 0.075 mg lipid mL−1 is cho-
en as the final concentration of liposome solution used in
ssay.

What influence the stability of the liposomes with respect
o dye leaking are the lipid composition, the molecular dye
tructure and charge, and temperature. Preparing the dye-
ncapsulating liposome of long-term stability still deserves
urther research.

.3. Quantification of human IgG analyte

In our experiment, the capture antibodies are firstly immobi-
ized in well by physical adsorption. This procedure is widely
sed in immunoassays, which is a very simple and efficient way
ompared to covalent immobilization method. Hence, the anti-
en (if exists) in the sample can be captured by antibodies and
hen sandwiched by secondary antibody/liposome. After wash-
ng procedure, the excessive liposomes will be removed. The CV

olecules are released from the liposomes by sonicating in the
resence of alcohol for a minute. A droplet of this solution was
ransferred and dried on the above mentioned gold nanosphere
rray SERS substrate. The concentrations of the antigens are
ndirectly read out by the SERS intensity of the CV transferred.
ince one liposome can encapsulate thousands of CV molecules,

he release of encapsulated CVs allows amplification of the sig-
als. The concentration of CVs is detected by highly sensitive
ERS technique, which allows a second signal amplification.
o, great enhancement could be obtained both by the SERS
nhancement and the signal magnification of the encapsulated
Vs in the liposomes.
The proposed technique is subsequently used to detect human
gG ranging from 1.0 × 10−4 g mL−1 to 1.0 × 10−10 g mL−1.
ntensities of the characteristic Raman band at 1169 cm−1 are
sed to quantify the concentrations of IgG in samples (Fig. 6),
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ig. 6. SERS spectra of CV corresponding to varying hIgG concentrations.
ach data line represents an average of 25 measurements collected in an area of
0 �m × 40 �m.

nd a linear relationship is observed as shown in Fig. 7. Note
hat each data point in Fig. 7 represents an average of 25

easurements in an area of 40 �m × 40 �m. Compared with
onventional SERS arrays which just relied on only a few
oints, this method based on SERS mapping shows better
eproducibility and reliability. The linear relationship holds
or the logarithm over 4 orders of magnitude concentrations
f IgG (from 1.0 × 10−8 to 1.0 × 10−4 g mL−1). Its corre-
ation coefficient is 0.9766 and the detection limit is about
ng mL−1.

Compared with conventional SERS-based immunoassay, this
V-encapsulating liposomes-based methodology offers several
dvantages. Firstly, the problems of high fluorescence back-
round interference associated with conventional SERS-based
mmunoassay has been circumvented in our studies. The sand-
ich like immune complex is bound to the wall of the microwell

late and the biomolecules in the reaction system do not influ-
nce the final SERS detection. Secondly, the CV-encapsulating
iposomes for labeling are easy production and modification.
he gold nanosphere arrays substrates also possess the mer-

ig. 7. Immunoassay by measuring peak intensities of the SERS band at
169 cm−1.
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e
2

R

(2008) 797–803

ts of easy preparation, highly sensitive, good reproducibility,
onsiderable uniformity and good stability. Thirdly, due to the
nique amplification of the encapsulated CVs in the liposomes
nd a second SERS enhancement, linear response covers 4
rders of magnitude (from 1.0 × 10−8 to 1.0 × 10−4 g mL−1)
s obtained, which is much more attractive than the conven-
ional immunoassay based on SERS. Additionally, this method
ould be readily expanded for measurement of a large number of
ther antigens or antibodies. All these advantages suggest that,
he liposome-mediated enhancement of the sensitivity based on
ERS at gold NP array substrate reported here offers a new
irection for immunoassay based on SERS. Further effort will
ocus on the improvement of the stability of liposomes and
ERS substrates, such as decrease the leaking of encapsulated
olecules, enhance the sensitivity and uniformity of the SERS

esponse, improve the stability of the substrates against wash-
ng treatment. In this way, a lower detection limit might be
xpected.

. Conclusions

A novel SERS-based sandwich-type immunoassay method
as been fabricated to detect human IgG. It involves the immo-
ilization of capture antibodies on the surface of microwell plate,
he use of the immobilized antibodies to capture antigens from
olution, and the indirect measurement of SERS signal of CVs
hat encapsulated by antibody-modified liposome. The use of
ubstrate of gold nanosphere arrays with sub-10-nm gaps for
V SERS signal recording substantially improved the sensitiv-

ty and reproducibility as compared to conventional Ag-colloid
ubstrates. Linear response has been obtained for the logarithm
f concentration from 1.0 × 10−8 to 1.0 × 10−4 g mL−1 with
detection limit of 8 ng mL−1. The method holds potential

pplications in detection of various antigens or other clinically
mportant entities.
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bstract

Solid-phase microextraction by immersion (IS-SPME) and headspace mode (HS-SPME), together with stir bar sorptive extraction (SBSE), have
een assayed in combination with gas chromatography–ion trap tandem mass spectrometry (MS/MS) for analysing 2,4,6-trichlorophenol, 2,3,4,6-
etrachlorophenol, 2,4,6-tribromophenol, 2,4,6-trichloroanisole, 2,3,4,6-tetrachloroanisole and 2,4,6-tribromoanisole in different liquid matrices.
nce, the optimization of MS/MS fragmentation analysis was carried out, sample enrichment was performed using the three mentioned extraction
ethods, and comparison through the determination of linearity, and LOD and LOQs were carried out. SBSE and IS-SPME methods described
nabled us to determine the target compounds at ng/l levels, concentrations lower than their olfactory threshold, which is not the case of HS-SPME.
BSE showed a higher concentration capability than both SPME techniques, especially when compared to the HS-SPME mode. Thus, SBSE should
e the definitive technique to analyse halophenols and haloanisoles in aqueous matrices. SBSE has been also applied to nine aqueous matrices as
ifferent as tap water, wines or commercial lemon juice extract.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Taste and odours associate to earthy-musty descriptors in liq-
id aqueous matrices cause numerous consumer complaints,
nd determining their origin and causes is one of the prior-
ty objectives of companies which package drinking water,
ine or fruit juice companies, among others. The compounds

esponsible for this off-flavour are haloanisoles and their respec-
ive precursors, the halophenols, which are transformed by

icrobial-induced methoxylation [1–3]. Halophenols are toxic,
n particular 2,4,6-trichlorophenol (TCP) is recognized as an
nvironmental pollutant which presents toxicity risks when

urpassing 5 �g/l in water, which may be generated while
hlorinate process of drinking water [4,5]. No toxicologi-
al studies have been carried out yet at the concentrations

∗ Corresponding author. Tel.: +34 967 599310; fax: +34 967 599238.
E-mail address: Rosario.Salinas@uclm.es (M.R. Salinas).
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easured in other matrices, such as wines or fruit juices.
aloanisoles are characterized by their low olfactory thresholds,

s 2,4,6-trichloroanisole (TCA) shows olfactory threshold lev-
ls in wines from 5 to 10 ng/l [6–8] and between 30 pg/l and
0 ng/l in water [9]. Other haloanisoles such as the 2,3,4,6-
etrachloroanisole (TeCA) and pentachloroanisole (PCA) also
ontributed to taint but to a lesser extent as they have higher
lfactory thresholds [10–15]. More recently, another anisole,
he 2,4,6-tribromoanisole (TBA), has been identified as respon-
ible of this off-flavour when insufficient amounts of TCA
ere detected in wines [7], while in water it has been iden-

ified with olfactory thresholds ranging from 20 pg/l [16] to
0 pg/l [9]. For fruit juice, up to now no sensorial studies have
een carried out to determine the odour threshold values of
hese compounds that can affect the organoleptic characters of

roducts, although the problem is present in fruit juice compa-
ies.

There is an increasing interest in analytical methods with suf-
cient sensitivity and reproducibility to determine halophenols
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nd haloanisoles in liquid matrices. The gas chromatography
echnique coupled to several detectors such as atomic emission
etector [17], mass spectrometer detector [10,18,19], or coupled
o an electron capture detector (ECD) [9,19–22], is the most
sed technique to analyse the mentioned compounds in different
atrices. However, compounds having a low concentration
ithin the liquid aqueous matrices make a prior extraction

nd concentration step necessary [11,12,23]. Modern trends
n analytical chemistry lean towards the simplification and

iniaturization of sample preparation, and the minimization of
he organic solvent used, such as solid-phase microextraction
SPME) and stir bar sorptive extraction (SBSE). SPME is gen-
rally performed by leaving the fiber in the sample headspace
HS-SPME) [18,21,24–26]. Another SPME extraction possibil-
ty could be by fiber immersion into the liquid matrix, but to date
here are only few references on this technique concerning water
27,28]. This lack is probably due to the interferences between
he target analytes and high molecular weight compounds and
ther substances present in wine or fruit juice. The most recent
xtraction and concentration technique is the SBSE (Twister,
erstel GmbH) which has been successfully applied to the

nalysis of halophenols and haloanisoles in water and wines
30–33]. The analyte enrichment is done in both techniques
y portioning between the PDMS polymer and the aqueous
hase according to their distribution constant [34]. SPME
nd SBSE have been compared for the analysis of different
ompounds such as organophosphorous insecticides in honey
35], pesticides in orange [36], volatiles in malt [37], and wines
38], or in Arabica roasted coffee [39]. All the studies reached
he same conclusions, the SBSE concentration capability was
etter than those presented by SPME because of the higher
DMS phase ratio coating. Thus, the main aim of this study
as the comparison between SBSE and SPME, used in the

mmersion and headspace mode, in order to evaluate the most
apid, suitable and efficient extraction technique for the anal-
sis of 2,4,6-trichlorophenol, 2,3,4,6-tetrachlorophenol,
,4,6-tribromophenol, 2,4,6-trichloroanisole, 2,3,4,6-
etrachloroanisole, 2,4,6-tribromoanisole in liquid aqueous

atrices. Considering the complexity of wine and fruit juice
atrices, a gas chromatographic method based on ion trap tan-

em mass spectrometry has been optimized to determine such
arget compounds by reducing the effects of both background
nd potential interferences on the accuracy of the quantification.
he MS/MS parameters and collision-induced dissociation
mplitude have been determined and optimized for the greatest
ield of daughter ions. Calibration curves for each analyte were
reated for a wide range of concentration levels.

. Experimental

.1. Chemicals and reagents

(a) Standards: 2,4,6-trichlorophenol (TCP), 2,3,4,6-

tetrachlorophenol (TeCP), 2,4,6-tribromophenol (TBP),
2,4,6-trichloroanisole (TCA), 2,3,4,6-tetrachloroanisole
(TeCA), 2,4,6-tribromoanisole (TBA) and �-hexalactone
(internal standard) were acquired from Sigma–Aldrich

t

2
S

5 (2008) 753–759

(Madrid, Spain) and pentachloroanisole (PCA) from LGC
Promochem (Molsheim, France).

Exact masses of the chemical standards were dissolved
in absolute ethanol.

b) Solvents: ethanol absolute (analytical reagent grade) was
obtained from Merck (Darmstadt, Germany), while water
was purified through a Milli-Q System (Millipore, Bedford,
MA, USA).

Spiked solutions were prepared by adding all target com-
ounds together with the internal standard into a hydroalcoholic
olution (12%, v/v) to which 5 g/l l(+)-tartaric acid were added.
olution pH was adjusted to 3.6 with 1 M sodium hydroxide
Panreac, Barcelona, Spain).

.2. Sampling collection

a) Three tap water samples corresponding to the different
sources of the water distribution system in Albacete (Spain).

b) Five different commercial Spanish wines were selected: a
white wine from Ribera de Guadiana Origin Designation; a
rosé wine from Navarra Origin Designation; two aged red
wines from Ribera del Duero Origin Designation (wines
1 and 2) and another red wine from La Mancha Origin
Designation (wine 3).

c) A commercial lemon juice extract.

All samples were analysed by triplicate with the proposed
BSE method followed by GC–MS/MS.

.3. Extraction procedures

For all extraction techniques, the volume of samples was
ml, containing 25 �l water solution of �-hexalactone (IS) at
% (v/v). The extraction conditions common for all techniques
ere set as follows.

.3.1. SBSE (stir bar sorptive extraction)
A polymethylsiloxane coated stir bar (0.5 mm film thickness,

0 mm length, Twister, Gerstel GmbH, Mülheim and der Ruhr,
ermany) was introduced in the spiked solution. The samples
ere stirred at 700 rpm at room temperature for 60 min. The

tir bar was then removed from the sample, rinsed with distilled
ater and dried with a cellulose tissue, and later transferred into
thermal desorption tube for GC/MS analysis.

.3.2. SPME (solid-phase microextraction)
A polymethylsiloxane fiber (PDMS 100 �m, for Varian

utosampler Red, Supelco, Bellefonte, USA) was conditioned in
he injector of the gas chromatograph according to the instruc-
ions provided by the supplier (T = 250 ◦C for 30 min), and then
he vial was tightly capped with a PTFE-face silicone septum
Supelco, Bellefonte, USA) and placed into the sample tray of

he CombiPaL (Varian, Palo Alto, CA, U.S.A.).

.3.2.1. IS-SPME (immersion solid-phase microextraction).
PME was carried out by immersing the fiber into the liquid
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L. Maggi et al. / Tal

atrices with the following extraction conditions: 700 rpm at
oom temperature for 60 min.

.3.2.2. HS-SPME (headspace solid-phase microextraction).
S-SPME was carried out by exposing the fiber to the headspace
ver the sample that was heated at 35 ◦C with shaking at 700 rpm
or 60 min.

.4. Instrumentation

.4.1. SBSE desorption unit
Thermal desorption of the stainless steel tubes, which con-

ained the stir bars, was carried out using a thermal desorption
ystem PerkinElmer Turbo Matrix ATM (Norwalk, CT, U.S.A.).
he thermal desorption conditions were as follows: oven tem-
erature, 280 ◦C; desorption time, 5 min; cold trap temperature,
30 ◦C; He inlet flow 45 ml/min. The desorption unit was cou-

led to a gas chromatograph.

.4.2. Solid-phase microextraction desorption
The SPME fibers were fixed in the CombiPal autosampler

or analysis and then the fiber was inserted into the GC port
or desorption time of 5 min at 280 ◦C. Once the analysis was
nished, the fiber was automatically cleaned by heating it at
00 ◦C for 5 min and N2 was passed through to eliminate any
ossible contamination.

.4.3. GC–MS equipment
The gas chromatograph (Varian CP-3800, Palo Alto, CA,

.S.A.) was equipped with a Saturn 2200 ion trap mass
pectrometry and an CombiPal autosampler provided with

fused silica capillary column factor four (30 m × 0.25 mm
.d.; 0.25 �m film thickness VF-5MS; Varian, Palo Alto, CA,
.S.A.). The chromatographic program was set at 70 ◦C (held

or 2 min), raised to 150 ◦C at 20 ◦C/min (held for 2 min) and to
00 ◦C at 10 ◦C/min maintained for 5 min; injector temperature,
80 ◦C; transfer line at 250 ◦C; detector temperature 300 ◦C; He
arrier gas flow 1.0 ml/min.

.4.3.1. Ion preparation and analysis. The capability of ion
rap technology for manipulating the ion population after ion
reation but prior to ion analysis is very advantageous, especially
hen there is a need to quantify very low levels of compounds
ith a high level of interference, as is the case with wine, water
r juice matrices. In this case, the scan function has to be opti-
ized by studying the ion parameters which allow for control of

he ions that are ejected, those that are retained and for those that
ill undergo collision-induced dissociation (CID). This prepa-

ation determines how the scan function is constructed and what
ustom waveforms are created to complete the analysis [40]. For
ach analyte has been optimized the scan functions, which were
sed on the pre-selected retention time windows called “seg-
ent” defined by the retention time of the target compounds
Table 1). Due to very close the retention time values co-elution
f TBP, TBA and PCA at the chosen GC parameters, a multiple
eaction monitoring (MRM) mode had been used to quantify
hese analytes. MRM mode uses different precursor ion masses Ta
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Table 2
Analytical parameters using the SBSE GC–MS/MS technique

SBSE TCA TeCA PCA TCP TeCP TBA TBP

Concentration range (ng/l) 0.4–500 1.0–500 0.4–500 0.4–500 0.4–500 0.4–500 0.4–500
Intercept 110.10 307.30 74.80 17.10 32.80 277.50 31.00
Slope 19072.00 657.30 2468.70 346.10 282.60 1229.90 9212.50
Linearity curve (r2) 1.00 1.00 0.99 0.99 0.98 0.99 1.00
LOD (ng/l) 0.03 0.71 0.05 0.06 0.27 0.23 0.01
LOQ (ng/l) 0.10 1.27 0.08 0.10 0.61 0.23 0.01
Reproducibility (%) 17.90 12.64 6.30 2.22 6.02 0.39 1.87
R .64
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epeatability (%R.S.D.) 13.34 7.30 3

CA: 2,4,6-trichloroanisole; TeCA: 2,3,4,6-tetrachloroanisole; PCA: pentachlo
ribromoanisole; TBP: 2,4,6-tribromophenol.

nd different dissociation parameters throughout all stages of
he MS/MS analysis.

In addition to the common MS parameters used for the target
ompounds, each segment was associated with an ion prepa-
ation mode (IPM), which defined the MS/MS parameters and
/z scan range. The MS/MS conditions used for all analytes
ere as follows: solvent delay: 2 min; peak threshold: 0; back-
round mass: 40 m/z; RF dump value: 650 m/z; filament current:
0 �A; target TIC: 5000; ionization time: 25 ms; prescan ion-
zation time: 1500 �s; scan time: 0.50 s/scan; multiplier offset:

200 V. Moreover the precursor ions were isolated using a 3 m/z
indow and subjected to further collision-induced dissociation.

.5. Analytical method validation

For linearity study, calibration curves were constructed by
piking five different analyte concentrations into the solutions.
or SBSE, each level of concentration was analysed twice with

wo different stir bars, thus totaling four replicates. Also for
S-SPME and HS-SPME, four replicates for each level of con-
entration were carried out. In Tables 2–4, we have reported
he analytical parameters corresponding to SBSE, IS-SPME and
S-SPME, respectively, using GC/MS/MS analysis.
The detection and quantification limits (LOD and LOQ,

espectively) were calculated with the data generated in the
inearity studies. LOD was defined as (a + 3Sa)/b and LOQ as

a + 10Sa)/b, with “a” being the origin ordinate, “Sa” the origin
rdinate variance and “b” the slope. The limit of quantifica-
ion was taken to be validated within-batch relative standard
eviation, according to Catice’s methodology [41]. The stan-

S
i
i
b

able 3
nalytical parameters using the IS-SPME GC–MS/MS technique

PME TCA TeCA PCA

oncentration range (�g/l) 0.5–40 0.5–40 0.5
ntercept 186.30 586.60 1850.9
lope 439.30 1345.80 2780.9
inearity curve (r2) 0.97 0.98 0.9
OD (ng/l) 0.46 0.66 0.8
OQ (ng/l) 0.56 1.14 1.3
eproducibility (%) 4.17 17.51 24.6
epeatability (%R.S.D.) 2.41 10.11 14.2

CA: 2,4,6-trichloroanisole; TeCA: 2,3,4,6-tetrachloroanisole; PCA: pentachloroanis
ribromoanisole; TBP: 2,4,6-tribromophenol.
1.28 3.50 0.23 1.08

ole; TCP: 2,4,6-trichlorophenol; TeCP: 2,3,4,6-tetrachlorophenol; TBA: 2,4,6-

ard deviation for each compound (square root of the arithmetic
ean of the variances) was calculated to obtain the repeatability

%R.S.D.). The standard deviation of the four values for each
ompound (measurements on two different days) multiplied by
he square root of 3 was taken as the reproducibility value [41].

. Results and discussion

.1. Optimization of MS/MS fragmentation analysis for
alophenols and haloanisoles

Target compounds detection will be carried out by desorb-
ng the different extraction devices (SPME vs. SBSE) followed
y GC/MS/MS analysis. The MS/MS analysis consist in three
teps, the first one is electronic impact (EI), the second step is
he isolation of the precursor ion which takes out the matrix
selectivity), and finally the third step is MS/MS fragmentation
sensibility) with full scan of the product ions. Due to the differ-
nces in chemical structure of the halophenols and haloanisoles,
he selection of the ion for quantification is very important in
heir MS/MS analysis (Table 1) which was based on the relative
bundance of the main fragments, as well as the intensity of the
roduct ions in the mass spectrum of each compound quantified.

The optimization of MS/MS conditions for the dissociation
f the selected precursor ions was carried out using the auto-
ated method development (AMD) option built into the Varian

aturn GC software. AMD uses up to 10 different CID (collision-

nduced dissociation) voltages between the ranges that we select,
n our case we used a resonant waveform and the voltage was
etween 0 and 0.9 V for the same precursor ion. The optimized

TCP TeCP TBA TBP

–40 0.5–40 0.5–40 0.5–40 0.5–40
0 2.90 2.80 959.90 3.40
0 9.80 11.30 1831.50 16.00
9 0.99 0.98 1.00 0.99
8 0.30 0.25 0.52 0.22
9 0.32 0.25 0.53 0.22
1 0.30 0.01 0.78 0.03
1 0.17 0.01 0.46 0.13

ole; TCP: 2,4,6-trichlorophenol; TeCP: 2,3,4,6-tetrachlorophenol; TBA: 2,4,6-
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Table 4
Analytical parameters using the HS-SPME GC–MS/MS technique

HS-SPME TCA TeCA PCA TCP TeCP TBA TBP

Concentration range (�g/l) 0.25–10 0.25–10 0.25–10 0.25–10 0.25–10 0.25–10 0.25–10
Intercept 1010.30 2108.60 2262.10 7897.00 6645.00 8332.70 102.30
Slope 405.40 739.60 382.70 52.38 74.01 2738.90 33.20
Linearity curve (r2) 1.00 1.00 0.99 1.00 1.00 1.00 1.00
LOD (ng/l) 87.40 107.40 243.10 0.35 0.17 221.90 7.60
LOQ (ng/l) 285.50 351.20 796.40 0.80 0.36 732.70 18.00
Reproducibility (%) 18.36 18.18 18.53 1.03 0.86 7.74 1.23
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epeatability (%R.S.D.) 10.6 10.5 10

CA: 2,4,6-trichloroanisole; TeCA: 2,3,4,6-tetrachloroanisole; PCA: pentachlo
ribromoanisole; TBP: 2,4,6-tribromophenol.

nergies and CIDs required for the dissociation of each target
ompound are shown in Table 1.

.2. Optimization of the analytical procedures

Once the optimization of collision-induced dissociation
arameters for the target analytes and the MS/MS method was
xed, the different extraction techniques were assayed.

.2.1. Sorbent selection
Polymeric sorbent coating as different as polydimethyl-

iloxane (PDMS), divinylbenzene (DVD), polyacrylate (PA),
arboxen (CAR) have been tested for the analysis of
hloroanisoles and chlorophenols by SPME liquid matrices
21,29,42,43]. The type of fiber was found to be a fundamental
arameter together with the exposure time in order to optimize
he recovery and reproducibility of the analytical method. The

ost appropriate fibers were found to be PDMS (100 �m), fol-
owed by PA (85 �m) [18,42–44]. In the case of SBSE, the stir
ar is only available coated with PDMS, which provided excel-
ent sensitivity and method repeatability when analysing these
arget compounds in wine [33] or water matrices [30,31]. Hence,
or the present study the enrichment step will be performance
nly on polydimethylsiloxane coating, although the extraction
heory indicates that PA will be more appropriate for halophenols
hen a derivation reaction was also carried out [43].

.2.2. Extraction methods comparison
Due to the economic losses attributed to earthy-musty off-

avour, researchers are asked to give a definitive method for the

nalysis of these compounds. There are several bibliography
apers showing the effectiveness of extraction methods such as
S-SPME or SBSE. Nothing is found for IS-SPME nor has com-
arison between them been carried out to establish a definitive

m
S
t
t

able 5
OD differences observed between the three extraction methods: SBSE, IS-SPME an

OD TCA TeCA PCA

BSE vs. IS-SPME 13.65 0.93 19.2
BSE vs. HS-SPME 2570.59 151.05 5284.7
S-SPME vs. IS-SPME 188.36 161.75 275.3

CA: 2,4,6-trichloroanisole; TeCA: 2,3,4,6-tetrachloroanisole; PCA: pentachloroanis
ribromoanisole; TBP: 2,4,6-tribromophenol.
0.60 0.50 4.47 0.71

ole; TCP: 2,4,6-trichlorophenol; TeCP: 2,3,4,6-tetrachlorophenol; TBA: 2,4,6-

ethod when analysing drinking water, wine, fruit juice or other
iquid aqueous matrices. The fundamental aspects of SBSE for
iquid sampling are similar to principles of IS-SPME, because
oth techniques are based on sorptive extraction. Thus, both
xtraction conditions in terms of time (1 h), temperature (RT)
nd agitation mode (700 rpm) will be the same, as it was already
escribed by other authors [31–33,44]. Headspace sampling by
PME has been successfully studied for the target compounds,
nd higher extraction temperatures were required for volatile
dsorption, i.e. 35 ◦C [10,21,42].

Tables 2–4 show the results obtained, respectively, with
BSE, SPME immersion and headspace mode followed by
C/MS/MS detection. In all cases, a good linearity was obtained

or each analyte and LOQs were calculated according to the
uropean Union Guidelines as the lowest concentration that pro-
ides repeatabilities under 20%. The SBSE has been seen to offer
uch lower LOD and LOQ than both SPME techniques, thus

vercoming one of its main limitations, namely, the low concen-
ration capability due to the low volume of polymeric coating.
n SPME the maximum volume of PDMS coated onto the fiber
s 0.6 �l (100 �m fiber), whereas, the stir bar used about 24 �l,
hich theoretically means an increment of 40-fold.
TCA, the most studied compound related to taint, showed

OD and LOQs lower than its olfactory threshold (in wine:
–10 ng/l [45]; water: 30 pg/l to 50 ng/l [9]) when SBSE and IS-
PME mode were tested, although LODSBSE was 15 times lower

han LODIS-SPME. Surprisingly, when comparing both SPME
ethods, headspace extraction has always been preferred by

he different authors to direct extraction in order to prevent the
irect contact of the fiber with the complex matrix and related

atrix effects. Nevertheless, this is not the case here, as IS-
PME was 188.4 times more sensitive than HS-SPME, higher

emperatures will only improve HS-SPME results when deriva-
ization reaction takes place [43]. But this situation has not been

d HS-SPME GC–MS/MS

TCP TeCP TBA TBP

0 4.72 0.95 2.32 54.00
8 5.40 0.64 981.86 1900.00
1 1.15 0.69 423.47 35.18

ole; TCP: 2,4,6-trichlorophenol; TeCP: 2,3,4,6-tetrachlorophenol; TBA: 2,4,6-
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Table 6
SBSE GC–MS/MS analysis of different liquid matrices (tap water, fruit juice and wines)

Matrix TCA (ng/l) TeCA (ng/l) PCA (ng/l) TCP (ng/l) TeCP (ng/l) TBA (ng/l) TBP (ng/l)

Water 1 6.83 n.d. n.d. 8.27 Traces n.d. n.d.
Water 2 6.27 313.35 n.d. n.d. n.d. n.d. n.d.
Water 3 9.13 9.15 n.d. n.d. 109.21 n.d. n.d.
Lemon juice 291.94 Traces Traces 321.64 n.d. n.d. n.d.
White wine n.d. n.d. n.d. n.d. n.d. n.d. n.d.
Rosé wine n.d. n.d. n.d. n.d. n.d. n.d. n.d.
Red wine aged in wood 1 n.d. n.d. n.d. n.d. n.d. n.d. n.d.
Red wine aged in wood 2 n.d. n.d. n.d. 56.81 n.d. n.d. n.d.
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ed wine aged in wood 3 n.d n.d. n.d.

.d.: not detected; traces < LOD.

orced so as to maintain similar extraction conditions for the
hree techniques assayed. If IS-SPME and HS-SPME methods
re compared with SBSE, a LOD increment of 13.6 and 2570.5
imes were observed, respectively (Table 5).

For SBSE and IS-SPME, similar results were observed with
he other anisole compounds (TeCA, PCA and TBA) but not
or HS-SPME. LOD and LOQ values were lower than their
espective olfactory threshold for TeCA 25 ng/l in wine [6] and
ng/l in water [14,15] and for TBA 7.9 ng/l in wine [7], respec-

ively. As expected, SBSE extraction has also been observed to
e more sensitive than SPME ones, especially with regard to
CA (Table 5).

Chlorophenols are less volatile than their respective
hloroanisole family, and this fact is reflected in the results
Tables 2–4). No significant differences have been observed
or TCP between both SPME modes (Tables 3 and 4), but not
xpected were the LOD values for TeCP as HS-SPME gave
etter results than with IS-SPME. The detection limit of TBP
y SPME immersion was 35 times more sensitive than by HS-
PME. It is important to mention the efficiency of the SBSE
ethod as compared to HS-SPME, 1900 times more (Table 5).

.3. Application of SBSE to different liquid matrices

The best extraction method proposed, the SBSE, has been
pplied to nine different liquid aqueous samples and the results
re shown in Table 6. The water samples have been analysed due
o the fact that consumers in Albacete, although a new purifi-
ation plant based on nanofiltration has been installed recently.
onsumers were right as the samples revealed that TCA has been

dentified in all samples at concentration levels close to its olfac-
ory threshold (7 ng/l). Two of the samples also contain TeCA
nd TeCP. The well-studied environmental pollutant, TCP, was
nly found in one tap water sample, with concentration levels
ar from the toxicity risks established at 5 �g/l.

The analysis of these haloanisoles and halophenols are more
mportant in the oenological industry due to the defect known as
cork taint”. Between 1% and 5% of bottled wine is cork-tainted,
ut its consequences can be quite damaging to a winery’s repu-

ation, since consumers will think twice before buying another
ottle. TCA is detected in at least 80% of cork taint cases [46]
nd may be found together with other anisoles such as TeCA
nd PCA. All wine samples analysed were free of anisoles, but
99.67 n.d. n.d. n.d.

pecial importance should be given to the presence of TCP in
wo of the red wine samples, which can be transformed into TCA
y fungal methylation [1,47].

Recently, another liquid sample, fruit juice, been affected
y this taint problem. Juice-producing companies explain that
hese compounds may be found in their extracts through the use
f halophenols as pesticides, or the cleaning products used such
s hypochlorite-based disinfectants, among other reasons. The
ample of lemon juice analysed shows an enormous contamina-
ion with TCA and TCP, and traces of TeCA and PCA.

In conclusion, stir bar sorptive extraction, SBSE, coupled
o GC with tandem mass spectrometry-ion trap mode for the
nalysis of halophenols and haloanisoles showed better sensi-
ivity than SPME (IS-SPME and HS-SPME), especially if it
s compared to the headspace mode. The SBSE and IS-SPME

ethods described enabled us to determine such compounds in
iquid aqueous matrices at ng/l levels. The selectivity increment
etween SBSE and SPME is not the 40-fold reported by the
upplier, as greater differences are observed for the haloanisole
amily when SBSE and HS-SPME are compared. However,
PME presents some advantages with respect to SBSE, which
an hardly be deduced from the data presented, as the halophenol
imits could be further increased when using different types of
ommercially available fibers. Up to now, stir bars offer a lim-
ted capability for enrichment of polar compounds since they
re only available with PDMS coating and are also much more
ifficult to obtain commercially than fibers.
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bstract

The coming decade will see the rapid emergence of low cost, intelligent, wireless sensors and their widespread deployment throughout our
nvironment. While wearable systems will operate over communications ranges of less than a meter, building management systems will operate
ith inter-node communications ranges of the order of meters to tens of meters and remote environmental monitoring systems will require

ommunications systems and associated energy systems that will allow reliable operation over kilometers. Autonomous power should allow
ireless sensor nodes to operate in a “deploy and forget” mode. The use of rechargeable battery technology is problematic due to battery lifetime

ssues related to node power budget, battery self-discharge, number of recharge cycles and long-term environmental impact. Duty cycling of
ireless sensor nodes with long “SLEEP” times minimises energy usage. A case study of a multi-sensor, wireless, building management system
perating using the Zigbee protocol demonstrates that, even with a 1 min cycle time for an 864 ms “ACTIVE” mode, the sensor module is already
n SLEEP mode for almost 99% of the time. For a 20-min cycle time, the energy utilisation in SLEEP mode exceeds the ACTIVE mode energy
y almost a factor of three and thus dominates the module energy utilisation thereby providing the ultimate limit to the power system lifetime.
nergy harvesting techniques can deliver energy densities of 7.5 mW/cm2 from outdoor solar, 100 �W/cm2 from indoor lighting, 100 �W/cm3

rom vibrational energy and 60 �W/cm2 from thermal energy typically found in a building environment. A truly autonomous, “deploy and forget”
attery-less system can be achieved by scaling the energy harvesting system to provide all the system energy needs. In the building management
ase study discussed, for duty cycles of less than 0.07% (i.e. in ACTIVE mode for 0.864 s every 20 min), energy harvester device dimensions of
pproximately 2 cm on a side would be sufficient to supply the complete wireless sensor node energy. Key research challenges to be addressed to

eliver future, remote, wireless, chemo-biosensing systems include the development of low cost, low-power sensors, miniaturised fluidic transport
ystems, anti-bio-fouling sensor surfaces, sensor calibration, reliable and robust system packaging, as well as associated energy delivery systems
nd energy budget management.

2008 Published by Elsevier B.V.
eywords: Wireless sensors; Energy harvesting/scavenging; Energy budget; Building management systems; Remote environmental monitoring
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. Introduction

The coming decade will see the rapid emergence of low cost,
ntelligent, wireless sensors and their widespread deployment
hroughout our environment. This sensor-rich world, referred
o as “Ambient Intelligence” or “Smart Environments”, will
e based on smart electronic systems or wireless sensor net-
ork technologies. It will have millions of sensors embedded

hroughout our environment and it will dramatically improve
he quality of peoples’ lives in terms of our environment, health
nd well being, security, comfort, education and entertain-
ent.
Chemo-biosensing, using wireless sensor systems, is being

nvestigated across a broad range of applications including envi-
onmental monitoring of the external environment (i.e. remote
nvironmental monitoring of the quality of air, water and ground
oil including precision agriculture) [1–3], the built environment
building energy management and occupant comfort, safety and
ecurity) [4], automotive (i.e. for safe and efficient motoring),
eronautical/aerospace (i.e. for safety and security) [5] and in
oth wearable (i.e. physiological monitoring and fitness) [6] and
n vivo (i.e. smart pills, catheters and implants) applications.

A typical wireless sensor module consists of a number of
unctional blocks which include sensors, data acquisition, micro-
ontroller for control and signal processing, an RF transceiver
or wireless communications and a power source. In some cases,
here local signal processing is required, a digital signal pro-

essing (DSP) chip or field programmable gate array (FPGA)
ay also be used. Most existing systems contain a power source
hich consists of a standard primary battery or a rechargeable
attery. In the case of wireless chemo-biosensing systems, extra
perational and functional issues arise due to the need for many
ensor types to be in direct contact with the fluid being moni-
ored, introducing issues of fluidic transport, sensor fouling, drift
nd calibration.

Remote monitoring applications require reliable and
xtended lifetime deployments of potentially a very large num-
er of wireless sensor nodes. As electronic hardware becomes
heaper and smaller, more of these applications are likely
o appear, particularly as these miniaturised nodes offer the
pportunity for the electronics to be embedded unobtrusively
nto everyday objects. A key issue for these wireless node
esigns is that they achieve high degrees of power-efficiency
or autonomous, maintenance-free operation, where it is likely
hat nodes will require deployment for periods of years since
he cost of battery replacement will be prohibitive and imprac-
ical. This can effectively be described as a “deploy and forget”

cenario.

At first glance, batteries appear to offer the optimum source
f energy for wireless sensor systems with commercial battery
echnologies offering significant energy capacities in relatively

(
t
u
w

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 622

mall form-factors. The principle trend in battery technology is
owards higher energy densities, which has obvious advantages
or portable equipment where increasing time between charges
nd miniaturisation of system size are important drivers. How-
ver, energy density is not necessarily the critical factor for the
hoice of battery technology for a wireless sensor node in a
deploy and forget” application. In such a case, battery char-
cteristics such as lifetime, self-discharge rate and, if charging
rom a renewable energy source such as solar, the number of
llowable charge cycles, are perhaps more important than energy
ensity or capacity.

For example, self-discharge rates for batteries vary from, 30%
er month for nickel metal hydride (Ni-MH) to 2–3% per month
or lithium batteries. Therefore, for a typical wireless sensor
ode with low-energy consumption and long duty-cycle oper-
tion, the self-discharge rate of the battery could exceed the
ischarge due to the system consumption. For rechargeable bat-
eries, the battery lifetime, measured in charge cycles, varies
rom approximately 500 cycles for NiCd, Ni-MH, and Li-ion
o approximately 300 for Li polymer. Thus, for example, if bat-
ery recharging from a solar cell is used, and a charge cycle is
ompleted in a day, the lifetime may be limited to 500 days or
ess than 18 months. Furthermore, another issue that is not well
haracterised is the impact on battery lifetime of temperature
ariations and other environmental conditions in the end-use
pplication, which can significantly undermine the long-term
eliability of the battery technology. Considering these factors it
ay be seen that, in a “deploy and forget” scenario, regardless of
hether some form of battery recharging can be implemented,

he battery performance and reliability is still likely to limit the
ifetime of the wireless sensor node.

This “deploy and forget” nature of wireless sensor systems
ffectively results in the energy available to the system being
onstrained by the initial energy capacity of the battery and
he unpredictable lifetime performance of the battery. This has
riven the development of approaches to maximise wireless
ensor system lifetime through minimising energy usage by
mploying ultra-low power sensors, electronics and wireless
ommunications and through the use of duty cycling based on
ong sleep times (i.e. the wireless system remains in a low power
LEEP mode for greater than 99% of the time). Thus the sensor
ode components will be active only for the time required to
erform the operations of sensor sampling, data processing and
ireless data transmission or communication. In this duty-cycle
ode of operation, it is appropriate to refer to energy utilisation

n joules and not power consumption in watts as we are con-
erned with the lifetime of the power system delivering energy

i.e. the product of the component operating mode power and
he time the component spends in that mode) and the energy
tilisation, or energy budget, of the various components of the
ireless system.
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Given the above limitations of battery technology and the
esulting potential incompatibilities of conventional batteries
ith wireless sensor systems, significant research is ongoing

o deliver power from the environment using energy scaveng-
ng or harvesting techniques such as vibration/motion, thermal
radients and solar energy which can deliver energy directly
o the wireless sensor load or to a storage element such as a
echargeable battery or capacitor.

This paper addresses some of the key issues relating to the
elivery of autonomous power for wireless sensor systems. Sec-
ion 2 initially provides a summary review of research and
evelopment into wireless sensor nodes and then presents a
ummary review of the major energy scavenging techniques
nd the levels of available energy which can be harvested
rom the environment. In Section 3, we present a case
tudy for a wireless sensor deployment in a building man-
gement application in order to illustrate the energy budget
equirements of a typical wireless node operating using the
igbee protocol. We then discuss the potential lifetime of

he wireless sensor system by undertaking a comparison of
battery-driven scenario with systems supported by a range

f energy-harvesting techniques. In Section 4, a case study is
resented of the energy requirements for a wireless sensor mod-
le in a remote environmental monitoring scenario. Finally,
n Section 5, we look to the future and consider the oppor-
unities and challenges for remote wireless, chemo-biosensing
ystems.

. State-of-the-art

.1. Wireless sensor modules

Wireless sensor nodes (typically called motes) have recently
ecome available commercially from a number of start-up com-
anies, mainly US-based. These include Crossbow [7], Moteiv
8], Dust [9], Phidgets [10], Meshnetics [11], Sensicast [12],
ccSense [13], Millennial Net [14] and Ember [15]. These
rst generation products have been used in developmental

est beds, however, the demonstrated deployments have typ-
cally low numbers of nodes and do not address real-world
ssues of scalability, network robustness and quality of service
16].

A number of research groups are developing motes to address
pecific research challenges in sensor networks such as algo-
ithm testing, power management, antenna miniaturisation and
ireless range improvements. Increasingly, the motes are also
eing designed for specific applications, including environmen-
al monitoring, building energy monitoring, e-health and animal
racking. Active research groups include Tyndall National Insti-
ute [17], (see Fig. 1) Fraunhofer-IZM [18], IMEC [19], Harvard
20], Imperial College London [21], the Centre for Embedded
etworked Sensing at UCLA [22], UC Berkeley [23], Lancaster
niversity [24], ETH Zurich [25], MIT [26], Sandia National

aboratories [27], Yale [28], EPFL [29] and companies such as

ntel [30] and Philips [31].
Advanced mote research into miniaturised and robust hard-

are configurations and 3D packaging of motes, using stacked

[
o
H
r

a 75 (2008) 613–623 615

CBs or silicon, is being carried out at Tyndall National Institute
17], Fraunhofer-IZM [18] and IMEC [19].

.2. Harvesting of energy from the environment

In order to provide an autonomous source of energy for the
ireless sensor system, one can consider extracting energy from

he environment in order to augment the battery energy storage
r indeed replace it. A comprehensive review of the many pos-
ible sources of energy which could potentially be harnessed is
iven in [32,33]. Among the more feasible, for which promising
esults have already been achieved, is the extraction of power
rom solar energy, from thermal gradients and from vibrations
nd movement. In the review which follows, the energy harvest-
ng techniques are not exhaustively reviewed as such detailed
eviews are available elsewhere. The objective of this review is
o determine typical values for the energy levels which can be
arvested from the various techniques, so that these values can
e used in Section 3 to assess the feasibility of using energy
arvesting to power a typical wireless sensor node.

.2.1. Solar power
The use of ambient light to generate power is well estab-

ished, with solar-powered calculators and wristwatches being
opular for several decades. The power available from solar cells
aries widely depending on the illumination level (e.g. indoors
r outdoors) and on the solar cell technology. The efficiencies
f various solar cell technologies at different illumination levels
ave been reported in [53]. For a typical outdoor illumination
evel of 500 W/m2 (bright, sunny day in Ireland), efficiencies
ary from approximately 15% (for polycrystalline silicon and
allium indium phosphide) to 2–5% for amorphous silicon cells.
or typical indoor illumination levels of 10 W/m2, efficiencies
ary from approximately 10% for crystalline silicon and gallium
ndium phosphide, to approximately 2% for amorphous silicon.
herefore, in order to assess the feasibility of solar energy har-
esting for powering wireless sensor nodes, we will assume
typical power density of 75 �W/mm2 for outdoor solar cell

peration and a typical power density of 1 �W/mm2 for indoor
peration.

.2.2. Thermal energy harvesting
Harvesting of energy from heat sources (such as the human

ody) can be achieved by the conversion of thermal gradients
o electrical energy using the Seebeck effect. Many such large-
cale devices exist, for example, for the generation of electricity
rom hot exhausts on vehicles. At a smaller scale, the main inter-
st has been in the generation of power from body heat, as a
eans to power wearable devices. For example, Seiko have pro-

uced a wristwatch powered by body heat [54]. Reported results
or power densities achieved from micro-fabricated devices are
.14 �W/mm2 for a 700 mm2 device [55], 0.37 �W/mm2 for a
8 mm2 device [56] and 0.60 �W/mm2 for a 1.12 mm2 device

56]. All these results relate to a temperature gradient/difference
f 5 K, which is typically achievable for wearable applications.
igher temperature differences may be achievable in other envi-

onments, e.g. heaters in a building, and in that case the assumed
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This highlights the fact that the generated power is proportional
to the moving mass and the square of the acceleration. The graph
in Fig. 2(a) summarises the levels of power generation which
Fig. 1. Photograph and schematic o

ower density can in principle be scaled by the square of the
emperature difference [57,58].

.2.3. Energy from vibration and movement
Ambient vibrations are present in many environments, such

s automotive, buildings, structures (bridges, railways), indus-
rial machines, household appliances, etc. The energy present
n the vibrations can be extracted using a suitable mechanical-
o-electrical energy converter or generator. Generators proposed
o-date use electromagnetic, electrostatic or piezoelectric prin-
iples.

The majority of electromagnetic generators make use of
araday’s law of electromagnetic induction. The energy in the
nvironmental vibration is used to make a magnetic mass move
elative to a coil, thus inducing a voltage and causing a current
o flow in the attached electrical load. Piezoelectric generators

ake use of the piezoelectric properties of some materials which
evelop a voltage when stressed. The vibration is used to stress
he piezoelectric element, thus developing a voltage which can
e extracted as electrical energy. Electrostatic generators gener-
lly make use of the vibrational energy to pull apart the plates of
charged capacitor, against the force of electrostatic attraction,

hus converting the vibrational energy to energy stored in the
apacitor’s electric field.

Detailed reviews of recent work in the area of vibrational
nergy harvesting have been conducted elsewhere [34,35], and
he reader is referred to these works for a thorough discussion
f the different types of generator which have been developed.
ere we restrict ourselves in summarising the important results

rom the work to-date.
From the theory of the resonant vibrational generator, where

spring mounted mass, m, is made to vibrate at its mechanical
esonant frequency, the maximum power generated, P, can be
xpressed as;

= ω3mY2

4ξ
(1)

here ω is the angular frequency of vibration and is assumed

qual to the mechanical resonant frequency of the system, m
s the moving mass, Y is the amplitude of the vibrating source,
nd ξ is the damping ratio which consists of useful damping
ue to the extraction of electrical power and parasitic damping

F
(
o

all 25 mm wireless sensor module.

ue to mechanical damping in the structure. Making use of the
act that, for a sinusoidal source vibration, the amplitude of the
cceleration, a, can be written as ω2Y, then the above equation
an also be re-written as

= ma2

4ξω
(2)
ig. 2. (a) Power density of reported vibrational generators normalised to
1 m/s2)2; (b) power density of reported vibrational generators vs. the frequency
f operation. Note the decrease in power density with frequency.
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ave been reported in the literatures todate [36–48]. Note that
he results from the various different generation techniques can
nly be validly compared if the reported generated power is
ormalised by the square of the input acceleration. Therefore,
he graphs in Fig. 2(a) and (b) plot the reported power generated,
ormalised to an acceleration of 1 m/s2.

We can see from the graph that generated power levels
enerally increase with device volume, indicating that power
evels are directly proportional to the volume of the device. In
arge devices of approximately 100 cm3 volume, power levels
f 10 mW have been achieved (normalised to 1 m/s2 accelera-
ion) and for small devices with a volume of less than 0.01 cm3,
ower levels are less than 10 nW (again normalised to 1 m/s2

cceleration). Such smaller devices could be batch fabricated
sing micro-fabrication techniques, and this is a desirable goal
rom the point of view of cost reduction.

However, it is also worth noting that very few of the reported
evices have been fully micro-fabricated.

In general, micro-fabrication is more suitable for electro-
tatic devices and piezoelectric devices than for electromagnetic
evices as it can be shown that the scaling laws dictate that
icro-fabricated electromagnetic devices are difficult to operate

t optimum conditions [49].
The devices for which the results are summarised in Fig. 2(a)

ave mostly been designed to operate at a very specific fre-
uency. Although Eq. (1) indicates that the power generated is
roportional to the cube of the frequency, this does not account
or the fact that, in practical situations, displacements are much
maller at higher frequencies. Thus a more practical analysis is
uggested by Fig. 2(b) which indicates that for a fixed accelera-
ion level, the generated power is inversely related to frequency.
n fact this is borne out by an analysis of the results reported to
ate, which show a decrease in generated power with frequency
s shown in Fig. 2(b).

It should also be noted that the majority of the piezoelec-
ric and electromagnetic generators reported to-date are resonant
evices, i.e. the natural resonant frequency of the generator is
atched to the vibration frequency, so that the displacement of

he generator mass can be maximised. At resonance, the dis-
lacement of the mass is limited only by the damping, which
s composed of useful and parasitic damping. This leads to the
ituation where maximum energy can be extracted where the par-
sitic damping is a minimum. However, such a device with very
ow parasitic damping will have a very narrow frequency band
nd very sharp resonance. In practice, this means that if the res-
nant frequency of the generator should shift or the frequency of
he vibration change, then the generated power decreases dras-
ically. In practice, a generator which has a more broadband
esponse would be of greater practical use. However, there are,
o-date, very few reports of such devices in the literature.

To the best of the authors’ knowledge, the highest, normalised
ower density which has been achieved, is approximately
80 �W/cm3, reported in [48]. This device, shown in Fig. 3,

ad a volume of 150 mm3 and achieved a power level of 45 �W,
or a 0.6-m/s2 acceleration at 50 Hz.

Optimistically, and considering that improvements are possi-
le, a power density of 1 mW/cm3 at 1 m/s2 may be achievable

w
m
u
e

pproximately 880 �W/cm3, the highest energy density reported for a vibra-
ional energy harvesting device [48]. This device, with a volume of 150 mm3,
chieved a power level of 45 �W, for a 0.6-m/s2 acceleration at 50 Hz.

or vibration-based generators. Taking into account the fact that
eal world generators will probably require a more broadband
peration than the majority of devices reported todate, and that
his broadband response is achieved at the expense of power
ensity, a more conservative estimate of the achievable power
ensity might be 0.1 mW/cm3 at 1 m/s2. Considering this, a
uick assessment of the feasibility of vibrational energy harvest-
ng for any particular application can be made if the vibration
cceleration levels, and the allowable size of the final solu-
ion, are known. Some applications such as powering of tyre
ressure sensors are entirely feasible based on this, as the accel-
ration levels present in such an application can be very high
tens of grams). Applications with very low acceleration levels,
or example industrial machine monitoring (0.6 m/s2) are fea-
ible if the volume of the device can be sufficiently large, e.g.
1000 mm3 in order to supply several hundred �W. The key
hallenges to be addressed are widening of the bandwidth of
he device and a greater understanding of the parasitic damping
ssues so that the overall power densities can be improved.

.2.4. Power from human movement
Although not directly relevant to remote sensing, we include

short review of human-powered energy harvesting systems
hich have relevance to on-the-body environmental monitor-

ng in the form of wearable physiological monitoring systems.
ompared to vibrations, human movements are generally char-
cterised by large amplitude and high acceleration levels but
ery low frequency or, more generally, non-periodic. For exam-
le, acceleration levels of up to 100 m/s2 at frequencies of 2 Hz
ave been measured for positions on the foot while jogging. The
xtraction of energy from human movement is far from new. Per-
aps the most successful examples of such energy extraction are
he self-powered watches of which the Seiko Kinetic and the
TA Autoquartz [32] are the best modern examples. Apart from

hese wristwatches, the most researched area is the extraction of
nergy from walking. For example, it has been calculated that
p to 7 W of power is available per foot for the average human

alking. Several examples of generators which convert walking
otion have been reported. These range from approaches which

se shoe-mounted, conventional rotary generators [50] and lin-
ar generators [51], hydraulics coupled to piezoelectrics [52]
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Table 1
Typical data for various energy harvesting techniques that can be used for remote wireless environmental sensing

Conditions Power density Area or volume Energy/day

Vibration 1 m/s2 100 �W/cm3 1 cm3 8.64 J
S 2 cm2

S cm2

T cm2
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olar Outdoors 7500 �W/cm 1
olar Indoors 100 �W/cm2 1
hermal �T = 5 ◦C 60 �W/cm2 1

nd electroactive polymers [32] and piezoelectric sole inserts
50]. The highest power actually achieved to date from any of
hese approaches has been in the range of 0.2–0.8 W, so that
here is still significant room for improvement.

We conclude this review by summarising, in Table 1, the typ-
cal power density levels which are achievable from the various
nergy harvesting techniques that can be used for remote wire-
ess environmental sensing. These power densities are used to
alculate energy levels available over the course of a single day
ssuming, in the case of solar and thermal energy, that the light
r heat source is only available 50% of the time. In the later
ections, these values are used to illustrate the potential impact
hat energy harvesting techniques can have on wireless sensor
ode lifetimes.

. Wireless sensor deployment case study in building
anagement

In order to illustrate the energy requirements for wireless
ensor systems, we present, in case study form, the analysis of a
ireless sensor operation using the Zigbee protocol in a wireless
uilding management application [59]. The Zigbee standard is a
ow-power, wireless communications standard defined by Zig-
ee alliance. The intended applications of Zigbee are home and
uilding management, industrial controls, and general sensing
pplications. In this case study, since there is lots of possibilities
f network topologies and networking management strategies,
e limit ourselves to estimate the energy consumption for the
igbee end device to sample data from different commercial-
ff-the-shelf (COTS) sensors and transmit the data back to the
ase station.

The Zigbee platform employed is based around the Zig-
ee compliant EM2024 transceiver and the low power, 8-bit,

tmega128L microcontroller. In this case, the sensor node is

equired to sense five different parameters: temperature, light
evel, humidity, vibration levels and barometric pressure. Thus

complete cycle for the sensor node involves sampling from

able 2
ensor specifications for wireless module in building management system

ensor Voltage
(V)

Current
(mA)

Power
(mW)

Sampling
time (s)

Energy/sample
(�J)

emperature 3.3 0.008 0.026 0.0002 0.00528
ight 3.3 0.03 0.099 0.0002 0.0198
umidity 3.3 0.3 0.99 0.8 792
ibration 3.3 0.6 1.98 0.02 39.6
arometric
Pressure

5.0 7.0 35.0 0.02 0.7
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324 J (assuming light is available for 50% of the time)
4.32 J (assuming light is available for 50% of the time)
2.59 J (assuming heat is available for 50% of the time)

he five sensors, processing the data and transmitting the sam-
led data. Table 2 details the specifications of the sensors used.
n particular, the energy per sensor sample shows that the tem-
erature sensor has the lowest energy utilisation while the light
nd temperature sensors require the shortest sampling time of
.2 ms.

The key sources of energy utilisation to be considered in
efining the wireless sensor module energy budget are as fol-
ows:

Sensor sampling: This includes the wake-up/stabilisation time
associated with the sensor and the data acquisition time. At
all other times, the sensors are completely off and consume
no power.
Processor: The microcontroller controls the wireless module
operation and undertakes any required processing of the sen-
sor data. When not processing data or controlling the system
operation, the processor is in a low power SLEEP mode.
Transceiver: The RF transceiver enables the wireless mod-
ule to communicate and transmit the processed sensor data.
Again, when not transmitting or receiving, the transceiver is
in a low power SLEEP mode.

Table 3 provides detailed data of the calculated energy utilisa-
ion for the wireless sensor in both ACTIVE and SLEEP mode.
he wireless system undertakes a full operation of sampling,
rocessing and transmission in 864 ms. It is interesting to note
hat, although the transceiver has by far the largest power con-
umption, in this application, and contrary to the general opinion,
ome of the sensors dissipate significantly more energy than the
ransceiver. In particular the humidity sensor requires a long
ampling time, during which time the processor is also active,
hus giving rise to energy usage which is 60 times higher than the
ransceiver energy utilisation. This issue of power-hungry sen-
ors is going to present a major R&D challenge in the wireless,
hemo-biosensor space.

Note that in Table 3, even in SLEEP mode, the module is
issipating 54 �W of power due to the stand-by power of the
ransceiver and the microcontroller. Table 4 presents data for a
ange of cycle times from 1 s to 24 h in order to illustrate the
mpact of the duty cycle-driven operation. Here the duty cycle
s defined as ton/tcycle, where ton is the time for which the system
s active (sampling, processing and transmitting or receiving
ata), and tcycle is the time between measurements. It is clear

rom the table that, even with a 1-min cycle time for an 864 ms
CTIVE time, the sensor module is already in SLEEP mode for
lmost 99% of the time. It is also clear that for a 20 min cycle
ime, the energy utilisation in SLEEP mode exceeds the ACTIVE
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Table 3
Detailed data for the calculated energy budget for the wireless sensor system in operation and sleep mode

Operation mode Time (s) Sensors power
(mW)

Processor power
(mW)

Transceiver power (mW) Total power (mW) Total energy (mJ)

Transmitting 0.003908 0.000 19.965 63.162 83.127 0.325
Receiving 0.000452 0.000 19.965 71.511 91.476 0.041

Processing 0.02 0.000 19.965 0.018 19.983 0.400
Sampling 1 (temperature) 0.0002 0.029 21.054 0.018 21.101 0.004
Sampling 2 (light) 0.0002 0.109 21.054 0.018 21.181 0.004
Sampling 3 (humidity) 0.8 1.089 21.054 0.018 22.161 17.729
Sampling 4 (vibration) 0.02 2.178 21.054 0.018 23.250 0.465
Sampling 5 (pressure) 0.02 38.500 21.054 0.018 59.572 1.191
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otal active 0.86476

leep 0 0.0363

ode energy by almost a factor of three and thus dominates the
odule energy utilisation, thereby providing the ultimate limit

o the power system lifetime. Table 4 also shows the dramatic
eduction in total energy utilisation over the period of 1 day, as
he module cycle time is extended from 1 s to 24 h.

This energy must be supplied to the system and, in the most
ommon case, is simply stored in a battery. Clearly therefore,
he lifetime of the sensor node depends on the storage capacity
f the battery and the total energy consumption of the system.
owever, if the energy harvesting techniques discussed above

re used to augment the battery power, then the energy storage
equirement is reduced by the amount of energy harvested from
he environment. An estimate of the energy harvesting capa-
ilities of various techniques has been given in Table 1 above.
or reference, Table 5 provides the energy capacity of typical
ommercially available battery form factors.

In Fig. 4, the impact of the various energy harvesting tech-
iques on the stored energy requirements, Es, is presented by
lotting the system energy, Esys, minus the harvested energy, Eh,
.e. Es = Esys–Eh, for a 24-h period, as a function of the on-duty
ycle for the sensor node. For the sake of comparison, we have
rbitrarily chosen the size of the energy-harvesting device to be
cm2 for the solar and thermal scavenger and 1 cm3 for the vibra-

ion harvester. With no energy harvesting, the energy storage

equirement varies from a constant sleep energy of approxi-
ately 5 J for duty cycles less than 0.02% to a maximum of

746 J for a duty cycle of approximately 86%. Considering the
nergy available from harvesting techniques in Table 1, the sleep

e
v
a
a

able 4
nergy budget for a range of wireless sensor system cycle times from 1 s to 24 h

leep time Sleep time
(s)

Duty cycle
on-time (%)

Duty cycle
off-time (%)

Energy in sleep
mode (mJ)

1 s 1 90.48 9.52 0.05
2 s 2 45.24 54.76 0.11

30 s 30 3.02 96.98 1.63
1 min 60 1.51 98.49 3.27
2 min 120 0.75 99.25 6.53

20 min 1,200 0.08 99.92 65.34
1 h 3,600 0.025 99.975 196.02

12 h 43,200 0.002 99.998 2352.24
24 h 86,400 0.0010 99.9990 4704.48
20.160

0.018 0.054

nergy of the system could be provided by the outdoor solar
nd vibration harvesting techniques. For these energy-harvesting
echniques, there is, in principle, a maximum duty cycle, below
hich all of the system energy could be provided by the energy-
arvesting system. For outdoor solar, this maximum duty cycle
s approximately 20%, and for vibration harvesting it is approx-
mately 0.4%. At duty cycles less than these, the system could
ssentially be battery-less. At duty cycles greater than these,
he various energy harvesting techniques can only provide part
f the system energy and therefore energy storage, in the form
f a battery, is required with the battery lifetime implications
iscussed above.

To have a truly autonomous, battery-less system one could
onsider scaling the energy harvester so as to provide all of the
ystem energy needs. In such a case, energy storage would still be
equired in order to supply the system peak power requirements,
owever this could be provided by a capacitor, the lifetime of
hich, in terms of charge cycles is orders of magnitude greater

han a typical battery. In order to consider realistic scaling of the
hermal and vibration harvesting devices, it would be vital that
pecific information relating to the available temperature differ-
nce and vibration acceleration levels be known. We assume
hat, in a building management application, temperature dif-
erences of 5 ◦C would be available by placing the thermal

nergy-harvesting device on a heater. In a building situation,
ibrations are present in air-conditioning units, windows, floors
nd most equipment which use electric machines (e.g. pumps
nd motors). Roundy et al. [37] measured vibrations in HVAC

Energy in operation mode
(mJ)

Total energy per
cycle (mJ)

Total energy/day (J)

21.53 21.59 1864.95
21.53 21.64 934.83
21.53 23.16 66.71
21.53 24.80 35.71
21.53 28.06 20.21
21.53 86.87 6.25
21.53 217.55 5.22
21.53 2373.77 4.75
21.53 4726.01 4.73
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Table 5
Energy capacities of typical battery form-factors

Battery type Voltage (V) Capacity (mA h) Energy (J)

12 V Car battery 12 32,000 1,382,400
AA 1.5 V × 2 3 2,900 31,320
Mobile/cell phone 3.7 900 11,988
Coin cell CR2450 3 600 6,480
Coin cell CR2032 3 250 2,700
Coin cell LR44 3 105 1,134
Li polymer film 3 25 270

Move to later in text to show energy capacity of batteries.

Fig. 4. Daily energy consumed by wireless sensor node in Zigbee application
within building management system. Graph also includes the contribution that
can be made to the wireless sensor system energy budget by the various energy
harvesting approaches under consideration. Note that the size of the energy har-
vesting devices used in the analysis are 1 cm2 for the solar and thermal scavenger
and 1 cm3 for the vibration harvester.

Fig. 5. For the building management case study under discussion, this graph
plots the dimension of energy harvester required to supply the sensor node daily
energy needs as a function of sensor node duty cycle. A temperature difference
of 5◦ is assumed for the thermal harvester and vibrations of 0.5 m/s2 are assumed
for the vibration harvester.
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ents in the range of 0.2–1.5 m/s2 at 60 Hz and in office win-
ows in the range of 0.7 m/s2 at 100 Hz. Torah et al. designed
heir generator to operate from vibrations in an air compressor
nit, which they found to be in the range of 0.5 m/s2 at 50 Hz.
e can therefore assume that vibration with acceleration levels

f 0.5 m/s2 are available in a building environment.
In the graph in Fig. 5, the dimension of the energy harvester

equired to supply the system energy is plotted against sensor
ode duty cycle. The dimension is taken as the square root of the
equired area for the thermal and solar energy harvesters, and
he cube root of the required volume for the vibration harvester.
he plot indicates that for low duty cycles of less than 0.07%

a reading every 20 min), an energy harvester device with linear
imensions of approximately 2 cm on a side would be sufficient
o supply the energy. For high duty cycles, dimensions of up to
5 cm for thermal, 20 cm for indoor solar and 10 cm for vibration
re required.

. Wireless sensor deployment case study in remote
nvironmental monitoring

The promise of wireless sensor systems is that they can
eliver remote environmental monitoring technology whereby
utonomous wireless sensor modules can be deployed in large
umbers for long periods of time; of the order of years. This
equirement is not in line with the utilisation of batteries as
he principle energy source as it precludes the possibility of
egularly replacing batteries. Even if one could afford the man-
ower resource to replace batteries, this would assume that one
ould reliably and quickly locate all the wireless devices. This
s the driver for identifying suitable, truly autonomous sources
f power for wireless sensors – that is to facilitate the long
erm, large-scale deployment of millions of sensors which do
ot need replenishing of the energy source during the lifetime
f the monitoring programme – that is “deploy and forget”.

Table 6 presents data for a prototype remote environmental
onitoring system which is being investigated for assessment

f wireless sensors to address the EU Water Framework Direc-
ive. The directive requires that, by 2015, all European bodies
f water will be required to achieve pre-defined quality levels
60]. From Table 6, the power requirements and sampling time
or the developmental sensors result in over 8.5 J of energy per
easurement cycle. This figure contrasts with the very low fig-

re, in Table 3, of 20.16 mJ for a full operation cycle of sensor
ampling, data processing and data transmission in the building
anagement case study.
Table 7 provides a first-order estimate of the anticipated

nergy budget associated with a fully operational remote envi-
onmental monitoring unit. A system operating cycle of once
n every 20 min is assumed. As well as the energy budget for
he sensor measurement cycle, the table includes estimates for
he other system functions with significant energy usage. These
nclude data processing (assumed as 10% of sensor measurement

nergy budget), long-range data transmission, liquid pumping
equired for fluid transport and control during sensing, sensor
alibration and cleaning operations. For data transmission, a
ong-range transceiver, operating at 433 MHz, is assumed which
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Table 6
Sensor specifications for a prototype, remote, wireless, water-quality, monitoring system

Sensing parameter Voltage (V) Current (mA) Power (mW) Warm-up time (s) Energy per sample (mJ)

Temperature 10 12 120 5 600
pH 10 17.5 175 3 525
Conductivity 12 12.8 153.6 3 460.8
Dissolved oxygen 10 27.5 275 10 2750
T 43
W 12
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urbidity 10 43
ater level 10 12

ill transmit data over a distance of 6 km, line of sight, while dis-
ipating 100 mW over a time interval of 1 s (worst case), thereby
issipating 100 mJ per operation cycle. For the fluid transport
ystem, a worst case estimation is also assumed, that the system
equires a 240 mW pump (i.e. 20 mA at 12 V) operating for 5 min
fter every measurement cycle for sensor cleaning and calibra-
ion purposes, thereby requiring 72 J of energy per measurement.
ne also needs to take into account the “SLEEP” mode energy
sage of the system. An estimate for this figure is taken from
he building management case study which was less than 6 J per
ay for measurement cycles over 20 min. From Table 7, it can
e seen that the fluid transport system energy budget is almost
n order of magnitude higher than the sum of the next highest
nergy figures, that is the sensor measurements and the sleep
ode energy. It is also noteworthy that the energy used in the

ata processing and data transmission operations are negligible
n comparison.

Currently, this first prototype system is housed in a 125 l
ater tight, plastic container, mainly to accommodate the flu-

dic system associated with the sensor measurement, cleaning
nd calibration. A car battery is used as the power source which
as a capacity of approximately 32 A h equivalent to 1.38 MJ of
nergy. Furthermore, the lifetime of a car battery is typically 4
ears in a harsh automotive environment, giving the option of a
elatively long term, large capacity, energy storage unit.

To deliver a “deploy and forget” solution, the battery would
lso require an energy source for daily recharging. If we assume
n outdoor solar cell providing the energy to the system, at a
arvesting level of 324 J/(day cm2) (as presented in Table 1 for
2 h of light on a cloudy, overcast day), the daily energy bud-

et for the system of 6296.4 J could be delivered by a solar cell
anel of approximately 20 cm2 in area. Therefore, even assum-
ng significantly lower daylight hours, standard, commercial,
olar panels, available in low cost, robust formats, can more

able 7
stimated energy budget for remote environmental monitoring system

peration Energy per operation
cycle (J)

Energy per
day (J)

ensor measurement 8.5 612
ata processing 0.85 61.2
ata transmission 0.1 7.2
luidic transport, sensor
calibration, system cleaning

72 5184

leep Mode 6 432
otal system energy budget 87.45 6296.4
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han adequately supply the energy requirements for the pro-
osed remote environmental monitoring system. These solar
anels come in water-proof, corrosion-proof solar cell arrays
ith adjustable mounting stands, UV-proof polycarbonate plas-

ic case and built-in blocking diode to prevent discharge at night.

. Conclusions and future perspectives

Wireless sensor systems are emerging as a key technology
or future remote environmental monitoring in both our built
nd external environments. A case study presented for a multi-
ensor, building management system, operating using the Zigbee
rotocol shows that, even with a 1-min cycle time for an 864 ms
CTIVE time, the sensor module is already in SLEEP mode for
lmost 99% of the time. It is also clear that, for a 20-min cycle
ime, the energy utilisation in SLEEP mode exceeds the ACTIVE

ode energy by almost a factor of three and thus dominates the
odule energy utilisation thereby providing the ultimate limit

o the lifetime of the energy source.
A key issue for these wireless node designs is that they must

chieve high degrees of power-efficiency for truly autonomous,
aintenance-free operation, where it is likely that nodes will

equire deployment for periods of years and the cost of battery
eplacement will be prohibitive and impractical. From a review
f energy harvesting technologies, including outdoor and indoor
olar energy and energy from thermal gradients and vibrations,
here is, in principle, a maximum duty cycle of operation for
wireless sensor node, below which all of the system energy

ould be provided by the energy harvesting system in conjunc-
ion with a rechargeable battery to store energy for peak power
equirements and for periods when the energy harvester is not
perating (i.e. at night for solar cells). Alternatively, a capacitor
ould be utilized to store the energy, the lifetime of which, in
erms of charge cycles, is orders of magnitude greater than a
ypical battery.

Clearly, large-scale deployment of bulky, remote water qual-
ty monitoring systems will not be economically viable, even
ith the predicted volumes required on a European-wide, or

ven a global scale. Therefore, a key issue for the future emer-
ence of a viable market in this area will be the development
f miniaturised systems which will ultimately be enabled by
lab-on-a-chip” technologies. In this case, microelectronics and

icrosystems will be required to deliver robust, miniaturised,

ow power and low-cost chemo-biosensors and associated
icrofluidic/micropumping systems which can be interfaced

o the already miniaturised electronics. Reliable sensors will



6 Talan

r
u
t
p
t
o
c
A
o
m
r
t
t
l
e
t
s
t
o
m
b

t
s
T
d
t
a
a

A

a
t
u
P

R

[
[

[
[
[
[
[
[
[

[

[
[

[

[

[
[

[

[

[

[

[

[

[

[

[

[
[
[

[

[

[

[

[

[
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equire anti-fouling coatings on sensor surfaces and, most likely,
tilising non-contact measurement protocols. The microfluidic
ransport systems will be required to be low power, ideally zero
ower, with high reliability over the full lifetime of the sys-
em. These “lab-on-a-chip” systems also raise the challenge
f providing adequate supply of reagents to enable proper
leaning and calibration over the entire lifetime of the system.
gain, ideally, a sensor system that does not require cleaning
r calibration would solve many of these challenges. These
iniaturised systems can also be expected to deliver significant

eductions in system energy budgets and therefore the size of
he required power supply system (i.e. the energy harvester and
he energy storage element), thereby dramatically increasing the
ifetime of the system in the field. Further study is required to
valuate the long-term performance and reliability of conven-
ional rechargeable battery technologies. The remote and large
cale nature of future environmental deployments may restrict
heir application due to their inherent lifetime characteristics
f self-discharge, number of charge cycles, impact of environ-
ental conditions and potential environmental impact of the

atteries.
As a closing remark, serious consideration should be given

o the ultimate water-based chemo-biosensor, the fish. Fish, and
hell-fish, have been used to monitor water quality for centuries.
he interfacing of electronics to a mussel “biosensor” has been
emonstrated in a water quality monitoring system using elec-
rodes to monitor impedance changes in the shell fish [61,62]
nd deserves further attention in the context of future large scale,
utonomous environmental monitoring.
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bstract

Recently, we have demonstrated an attractive approach to adapt conventional radio frequency identification (RFID) tags for multianalyte chemical
ensing. These RFID sensors could be very attractive as ubiquitous distributed remote sensor networks. However, critical to the wide acceptance of
he demonstrated RFID sensors is the analyte-quantitation ability of these sensors in presence of possible repositioning errors between the RFID
ensor and its pickup coil. In this study, we evaluate the capability for such position-independent analyte quantification using multivariate analysis
ools. By measuring simultaneously several parameters of the complex impedance from such an RFID sensor and applying multivariate statistical

nalysis methods, we were able to compensate for the repositioning effects such as baseline signal offset and magnitude of sensor response to an
nalyte.

2007 Elsevier B.V. All rights reserved.

eywords: Radio frequency identification (RFID) tag; RFID sensor; Ubiquitous distributed sensor network; Chemical sensing; Complex impedance; Multivariate
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. Introduction

Proximity sensors operating on the principles of inductive
oupling have been under development since the 1950s when
endo-radiosonde” sensors of 2–6 mm in diameter were reported
1] that consisted of a passive LC resonant circuit, the reso-
ant frequency of which was predictably affected by an ambient
nvironment and was measured with an external pickup coil.
ore recently, a variety of other similar passive LC resonant

ircuit-based sensors have been demonstrated [2–5].
Radio frequency identification (RFID) tags are widely

mployed for automatic identification of animals, tagging of
arments, labels, and combinatorial chemistry reaction prod-
cts, and detection of unauthorized opening of containers [6–8].
or these and many other applications, the attractiveness of con-
entional passive RFID tags come from their low cost of being

ess than $1 [9,10]. For sensing applications such as tempera-
ure, pressure, and some others, RFID tags required a specific
edesign of portions of their electronic circuitry [11,12]. Fur-
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hermore, those RFID sensors also required a battery [6], that
liminated their attractiveness as passive sensors.

Recently, we have demonstrated an approach for multian-
lyte chemical identification and quantitation using a single
onventional passive RFID tag [13–15]. These RFID sensors are
ery attractive as ubiquitous distributed remote sensor networks.
nlike other approaches of using RFID sensors, where a special

ag should be designed at a much higher cost, we utilized a con-
entional RFID tag and coated it with chemically sensitive films
o form a chemical sensor (see Fig. 1). Upon a careful selection
f the sensing film and measurement conditions, we were able
o achieve part-per-billion vapor detection limits in air. In such
FID chemical sensor, both the digital tag ID and the complex

mpedance of the resonant circuit of the RFID antenna are mea-
ured. The measured digital ID provides information about the
ensor and the object onto which the sensor is attached, while
easured complex impedance provides multivariate response

or chemical determinations.
However, critical to the wide acceptance of the demonstrated
FID sensors is the analyte-quantitation ability of these sensors
n presence of possible repositioning errors between the RFID
ensor and its pickup coil. In this study, we evaluate the capa-
ility for such position-independent analyte quantification using
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Fig. 1. Strategy for the application of conventional passive RFID tags for chemical sensing. (A) Adaptation of a conventional RFID tag for chemical sensing by
d nalyte
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with a network analyzer (Model 8751A, Hewlett Packard, Palo
Alto, CA) under a computer control using LabVIEW. The net-
work analyzer was used to scan the frequencies over the range
of interest and to collect the complex impedance response from
eposition of a sensing film onto the resonant circuit of the RFID antenna. Inset, a
CF) between the antenna turns, (B) schematic of digital ID reading from the R
arameters from a single RFID sensor for multiparameter chemical detection an

ultivariate analysis tools. By measuring simultaneously sev-
ral parameters of the complex impedance from such an RFID
ensor and applying multivariate statistical analysis methods,
e were able to compensate for the repositioning effects.

. Experimental

.1. RFID sensor

To perform analyte-quantitation measurements, an RFID sen-
or was made by applying a chemically sensing polymeric film
nto a 13.56-MHz RFID tag (Texas Instruments, model RI-
03-112A-03, antenna size 22.5 mm × 38 mm). The sensing film
as a composite poly(vinyl acetate)/carbon black polymer film

esponsive to relative humidity in air. To form an RFID sensor,
he film was applied onto the RFID tag by a draw-coating process
16]. For each position of the sensor, two replicate exposures to
umid air were performed. Humid air was generated by bubbling
ry air through water at room temperature. Thus, during each
tep, the sensor environment was switched twice from dry air
o 45% relative humidity (RH) air as measured with a reference
umidity meter.

.2. Test setup

For evaluations of repositioning effects, we assembled a test

ystem as shown in Fig. 2. It contained an RFID sensor posi-
ioned in a low dead volume gas flow cell. A pickup coil was

ade from several turns of a copper wire with a form factor
atching the RFID sensor and was positioned outside the flow

F
a
s

-induced changes in the film material affect film resistance (RF) and capacitance
ag and the equivalent circuit of the antenna of the RFID tag, and (C) measured
ntitation. Arrows indicate changes of respective measured parameters.

ell on a X–Z translation stage. The relative position of the RFID
ensor and the pickup coil was changed in a controlled fashion.
ig. 3 illustrates the different tested positions of the RFID sen-
or in the X- and Z-direction with respect to the pickup antenna
oil. The studied repositioning conditions-included 5-mm step
hanges in Z-direction (0, 5, 10, 15, 20 mm and back to 0 mm)
nd 5-mm step changes in X-direction (0, 5, 10, 15, 20, 15, 10,
, 0 mm).

Digital ID readings from the memory micro-chip of the
FID tag were performed with an RFID reader (Model M-1,
kyeTek, Westminster, CO) operated under a computer control
sing LabVIEW. RFID sensor measurements were performed
ig. 2. Schematic of a test system for the evaluation of the analyte-quantitation
bility of RFID sensors in presence of repositioning errors between the RFID
ensor and a pickup coil.
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ig. 3. Different tested positions of the RFID sensor in the X- and Z-direction
ith respect to the pickup antenna.

he RFID sensor. The collected complex impedance data was
nalyzed using KaleidaGraph (Synergy Software, Reading, PA)
nd PLS Toolbox (Eigenvector Research, Inc., Manson, WA)
perated with Matlab (The Mathworks, Inc., Natick, MA).

. Results and discussion

.1. Sensor film response at a fixed position

As a model system for studies of repositioning effects, we
elected detection of humidity because of the ease in the imple-
entation of a humidity sensor with a stable, reproducible

esponse. Polymeric films that use a poly(vinyl acetate) as a
ure polymer or formulated with carbon black or carbon nan-
tubes are well known as materials for sensing of polar vapors
17–23].

In polymeric sensors based on electrical energy transduc-
ion, polymer swelling induces the conductivity or capacitance
hange in composite polymeric formulations. Typically, these
omposite polymeric formulations are comprised of nonconduc-
ive polymers and conductive additives such as carbon particles,
arbon nanotubes, metal nanoclusters, etc. [20,24–31]. The
unction of this type of sensors can be explained with the clas-
ical percolation theory [32,33], which assumes the polymer

atrix to be a perfect insulator and the conductivity change of

he polymer composite from a perfect insulator to a conductor.
An example of replicate (n = 2) responses of the RFID sensor

o 45% RH and dry air for a (0, 0) position (X, Z) of the sen-

f
w

t

able 1
osition-induced affects of RFID sensor response

Z-effects

1 shift Sensor baseline increase
Sensitivity to analyte decrease

2 shift Sensor baseline decrease
Sensitivity to analyte increase

p shift Sensor baseline increase
Sensitivity to analyte does not significantly chan

p shift Sensor baseline decrease
Sensitivity to analyte decrease
ig. 4. Example of replicate (n = 2) responses of the RFID sensor to 45% RH
nd dry air for a (0, 0) position of the sensor.

or is presented in Fig. 4. Upon sensor repositioning, we were
nterested in three aspects of position-induced sensor response
ffects: (1) sensor signal shift upon exposure to dry carrier gas
baseline signal offset), (2) sensor signal change from the base-
ine signal upon exposure to 45% RH (analyte response), and
3) changes in sensor noise.

.2. Measurements of multiple responses from RFID sensor

For position-independent analysis with RFID sensors, multi-
le parameters from the measured real and imaginary portions
f the complex impedance were calculated (see Fig. 1C). These
arameters include frequency of the maximum of the real part
f the complex impedance (Fp), magnitude of the real part of the
omplex impedance (Zp), resonant frequency of the imaginary
art of the complex impedance (F1), and antiresonant frequency
f the imaginary part of the complex impedance (F2). Because
1 and F2 are related to different components of the equivalent
ircuit, in general, F1 and F2 are not expected to be correlated
34]. In the past, evaluation of the resonant and antiresonant
requencies was done for determination of behavior of the res-
nators for electronic filter applications [35]. In this work, we
se F1 and F2 as inputs for the multivariate analysis of chemical
ensor response. Of course, more parameters can be measured
nd calculated from the complex impedance. However, we have

ound that the use of individual parameters Fp, Zp, F1, and F2
as sufficient for multivariate analysis [15].
Results of the measured response of the RFID sensor to

he changes in RH at different distances from the pickup

X-effects

Sensor baseline slightly increases
Sensitivity to analyte does not significantly change

The sensor baseline does not significantly change
Sensitivity to analyte does not significantly change

Sensor baseline slightly changes
ge Sensitivity to analyte does not significantly change

Sensor baseline slightly decreases
Sensitivity to analyte does not significantly change
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Fig. 5. Measurements of RFID sensor responses upon variation of X and Z positions: (A) F1 frequency shift of the maximum of the imaginary part of the complex
i com
c mped

a
s
t
p
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c
e
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t

F
Z

3

p
n

mpedance, (B) F2 frequency shift of the minimum of the imaginary part of the
omplex impedance, and (D) Zp the magnitude of the real part of the complex i

ntenna coil are summarized in Fig. 5A–D. Unfortunately, as
hown in Fig. 5A–D, none of the individual measured parame-
ers provided a position-independent analyte-quantitation. The
osition-induced affects are summarized in Table 1 as the
hanges in the baseline sensor signal upon exposure to dry

arrier gas and changes in analyte response magnitude upon
xposure to 45% RH. It was also observed that the sensor
oise did not noticeably change under these testing condi-
ions.

ig. 6. Results of principal components analysis of measured F1, F2, Fp, and

p parameters for determination of position-independent analyte quantification.

w
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plex impedance, (C) Fp frequency shift of the maximum of the real part of the
ance.

.3. Multivariate analysis of repositioning effects

To correct for the sensitivity of the sensor response to the
osition of the pickup coil, we performed a principal compo-
ents analysis (PCA) of measured parameters [36]. The goal
as to identify a possibility of rejecting the repositioning effects

n the multivariate domain. PCA is a multivariate data analysis
ool that projects the data set onto a subspace of lower dimen-
ionality with removed collinearity. PCA achieves this objective
y explaining the variance of the data matrix in terms of the
eighted sums of the original variables with no significant loss
f information. These weighted sums of the original variables are
alled principal components (PCs). Upon applying the PCA, the
ata matrix is expressed as a linear combination of orthogonal
ectors along the directions of the principal components.

Results of the multivariate analysis of response of the RFID
ensor to the changes in RH at different distances from the pickup
ntenna are summarized in Fig. 6. Thus, using multivariate anal-
sis of RFID sensor response, we were able to preserve position
tability of the baseline sensor signal upon exposure to dry car-
ier gas and the magnitude of the sensor signal change upon
xposure to 45% RH.

. Summary

In conclusion, we demonstrated that a conventional passive
3.56-MHz RFID tag is easily adapted for chemical sensing by
oating the RFID tag with chemically sensitive films to form

chemical sensor. Repositioning of the resulting RFID sensor

nd its pickup coil affects the quantitative analyte response of the
FID sensor when the sensor complex impedance is measured
nd is related to changes in analyte concentration. By measuring
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imultaneously several parameters of the complex impedance
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nalysis methods, we were able to compensate for the reposi-
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bstract

A new method has been devised to allow the determination of small inorganic anions using isotachophoresis. This method makes use of
ndium(III) as a counter ion to manipulate the effective mobilities of inorganic anion species by means of complexation reactions. This new

rocedure successfully allowed the simultaneous determination of nitrate, chloride and sulphate to be realised on a capillary scale instrument and
n a chip-based separation device. The electrolyte system developed to allow the separation to be achieved employed a 10 mM bromide-based
eading electrolyte containing 1.25 mM indium(III) at pH 3.15 and a terminating electrolyte of cyanoacetic acid.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Isotachophoresis is a powerful analytical technique that has
roven to be highly suited to the analysis of small ionic species
1,2]. The technique offers a number of features such as the abil-
ty to preconcentrate dilute samples and the capacity to handle a
ide variety of concentrations, which can be of benefit when per-

orming practical analytical measurements. However, to perform
n isotachophoretic separation it is necessary to use a discontin-
ous electrolyte system comprising of a leading electrolyte and
terminating electrolyte. The leading electrolyte must contain

n ion with a higher mobility than the sample species and the
erminating electrolyte an ion with a lower mobility than the
ample species. The latter requirement can usually be realised
asily but the former can cause problems if there is a requirement
o analyse ions which exhibit a high electrophoretic mobility.

The ability to analyse nitrate, chloride and sulphate simulta-
eously is of great importance to many applications particularly
hose involving the analysis of waters. However, such a separa-

ion is difficult to realise using isotachophoresis because all three
f these anions possess high electrophoretic mobilities. The most
roblematic of the species to analyse is chloride because in most

∗ Corresponding author. Tel.: +44 161 3068900; fax: +44 161 3064896.
E-mail address: j.prest@manchester.ac.uk (J.E. Prest).
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ractical situations this ion has a higher effective mobility than
itrate or sulphate. Indeed, in most electrolyte systems devel-
ped for anionic separations using isotachophoresis, chloride is
mployed as the leading ion. Previously several methods have
een proposed for allowing the simultaneous determination of
itrate, chloride and sulphate to be made using isotachophore-
is. The most successful of these saw the use of dithionate as
leading electrolyte, which has a higher mobility than chlo-

ide, together with magnesium as a complexing agent to retard
he effective mobility of sulphate behind that of nitrate [3].
owever, whilst this method works well and has been sub-

equently used for chip-based separations [4] it requires the
se of dithionic acid, a substance which is difficult to source.
nly the sodium salt of dithionate is commonly available so

hat an ion exchange process is needed to obtain the acid.
ther solutions to the problem have seen the use of hydrox-

de as a leading ion together with calcium as a complexing
gent [5] and simply using chloride as the leading ion with 1,3-
is-[tris(hydroxymethyl)methylamino]propane as a complexing
gent [6]. Problems with these approaches are that the former is
n unbuffered system and thus likely to suffer irreproducibility
roblems [7] and the latter only allows quantification of chlo-

ide via an indirect method based on the change in length of the
eading ion zone.

This paper describes the findings of a preliminary study into
he development of a new method to enable the simultaneous
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etermination of nitrate, chloride and sulphate to be made using
sotachophoresis. Through the employment of indium(III) as a
omplexing counter ion it was possible to identify a set of con-
itions where the required separation could be achieved using
romide as a leading ion.

. Experimental

.1. Instrumentation

Separations were performed using either an ItaChrom
A202M electrophoretic analyser (JH-Analytik, Aalen, Ger-
any) or using a miniaturised poly(methyl methacrylate)

PMMA) separation device fabricated in-house. The ItaChrom
nstrument was fitted with two columns: a 100 mm long, 0.8 mm
nternal diameter (ID) fluorinated ethylene–propylene copoly-

er preseparation column and a 140 mm long, 0.3 mm ID silica
nalytical column. Both columns were fitted with contactless
onductivity detectors. The analytical column also contains an
n-column UV detector. Control of the analyser and data pro-
essing was carried out on a personal computer using ITPPro32
oftware version 1.0 (Kas Comp, Bratislava, Slovakia). In this
tudy the separations were carried out using only the presepara-
ion column. To perform runs, samples were injected using the
nternal 30 �l sample loop and then analysed using a two step
ontrol program. In this program the first step involved apply-
ng a current of 400 �A for 260 s. Detection was undertaken in
he second step, during which a lower current of 200 �A was
pplied.

The miniaturised separation device comprised a PMMA chip
ith an integrated on-column conductivity detector, full details
f which have been previously described [8]. Briefly, the device
ontained two channels; a 200 �m wide, 300 �m deep separa-
ion channel with an effective length of 44 mm and a 57 mm long
njection channel with a width of 300 �m and depth of 300 �m.
his arrangement results in the system having an injection vol-
me of 5.1 �l. A schematic diagram of the layout of the chip is
hown in Fig. 1. Control of the separations, data capture and data
nalysis was done using LabVIEW software (National Instru-
ents, Austin, TX, USA). Sample injection was made using a

ravity feed hydrodynamic system. Separations were performed
y applying a current of 40 �A for 260 s and then reducing this
urrent to 20 �A. Detection was undertaken whilst the lower
urrent was applied.

.2. Chemicals

The electrolyte system developed incorporates a leading elec-
rolyte composed of hydrobromic acid (48% analytical grade,
iedel-de Haën, Gillingham, Dorset, UK) and indium bromide

99.99%, Alfa Aesar, Heysham, Lancashire, UK). The termi-
ating electrolyte was 20 mM cyanoacetic acid (99%, Aldrich,
illingham, Dorset, UK). To suppress electro-osmotic flow

g l−1 of hydroxyethyl cellulose (HEC) (molecular weight ca.
50000, Aldrich) was added to the leading electrolyte. The
H of the leading electrolyte was adjusted using glycylglycine
99+%, Acros, Loughborough, UK). Chloride samples were pre-

−
c
s
l

ig. 1. Schematic diagram of the channel network in a miniaturised PMMA
eparation device. LE = leading electrolyte and TE = terminating electrolyte.
imensions shown are in mm.

ared using an ion standard solution (1000 mg l−1, BDH, Poole,
K). Nitrite and sulphate samples were prepared using sodium

alts (>99%, Aldrich). Iodide (99.5%, BDH) and nitrate (99+%,
ldrich) samples were produce using potassium salts. All sam-
les were prepared using >18 M� water (Elga Maxima Ultra
ure, Vivendi Water Systems, High Wycombe, UK).

. Results and discussion

Previously the authors had discovered that by using
ndium(III) as a complexing agent, the halide ions, chloride,
romide and iodide could be readily separated using an elec-
rolyte system based on using nitrate as the leading ion [9]. This
roup of ions is notoriously difficult to separate using isota-
hophoresis so this represented a useful finding. Unfortunately,
he use of nitrate as the leading ion meant that the method was
ot suitable for the analysis of this species. However, despite
his it was believed that the complexation that occurs between
arious anions and indium(III) might offer a potential means
f enabling a separation of nitrate, chloride and sulphate to
e achieved. The reasoning behind this belief was the fact that
ndium(III) forms complexes of different stabilities with a range
f inorganic anions. This feature can be seen in the size of the
tability constants (log K1) of the indium(III) complexes formed
hich are 0.18, 2.01 and 2.41 with nitrate, bromide and chloride,

espectively [10] and 3.04 with sulphate [11].
From the different stability constants of the indium(III)–

nion complexes it was thought that it may be possible to find
set of conditions under which bromide could be employed as
leading ion to allow the separation of nitrate, chloride and

ulphate to be achieved. Such an idea was thought possible
ecause bromide possess a somewhat higher absolute mobil-
ty of −80.9 × 10−9 m2 V−1 s−1 than that of nitrate which is
74.0 × 10−9 m2 V−1 s−1 [12]. Thus, in the absence of any
omplexation, bromide will be faster than nitrate and the two
pecies can be readily separated. If indium(III) is added to the
eading electrolyte the effective mobilities of these two ions
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Fig. 2. Effect of indium concentration on the relative step heights observed for
c
i
E

W
a
aration of nitrate, chloride and sulphate. An example of such a
separation can be seen in Fig. 3. From this result it can be seen
that the three sample species could be well resolved from one
J.E. Prest, P.R. Fielden

ill change due to complexation and eventually the migra-
ion order is reversed. Chloride has an absolute mobility of

79.1 × 10−9 m2 V−1 s−1 [12], a value similar to that of bro-
ide. Thus, without complexation, bromide and chloride cannot

e separated. However, as chloride complexes with indium(III)
ore strongly than bromide the effective mobility of the two

pecies changes so that such a separation can be readily
chieved. Sulphate has a higher absolute mobility than bromide
f −82.9 10−9 m2 V−1 s−1 [12]. However, as this species is diva-
ent, even in the absence of any complexation, it exhibits a lower
ffective mobility than bromide due to ionic strength effects.
he addition of indium(III) to the leading electrolyte would be
xpected to slow this down to a greater extent than the other
pecies of interest due to forming stronger complexes.

To see whether the required separation could be achieved in
ractice a series of experiments were carried out using a range
f leading electrolytes containing 10 mM bromide at pH 3.0
s the leading ion. The terminating ion used was cyanoacetate.
his species was selected for this purpose as compared to more
ommonly employed terminating ions in isotachophoresis, such
s acetate, it has a reasonably high effective mobility under
he conditions used due to having a pKa of 2.45 [12]. Using

higher mobility terminating ion lowers the voltages arising
uring the separations, thus reducing the possibility of adverse
eating effects such as bubble formation occurring and will also
educe the range between the leading and terminating steps. This
atter effect was thought likely to assist in the identification of the
mall steps expected from the analysis of the high mobility inor-
anic anions of prime interest in this study. To the leading ion
ere added varying concentrations of indium(III) of between
and 1.5 mM. With each of the different electrolyte systems,

eparations were performed with single component samples of
itrate, chloride and sulphate. The resulting relative step heights
RSH) of the different species were recorded. In this work the
SH was calculated as the height of the sample step divided
y the height of the step for the terminating ion. The results
btained are shown in Fig. 2. From the RSHs observed it can be
een that the use of bromide as a leading ion allowed sulphate
o be determined under all conditions. When indium(III) con-
entrations of 0.25 mM and above were used it was possible to
eparate chloride from bromide whereas nitrate could be seen
ith indium concentrations of 1.25 mM and below. The results

ndicated that chloride and nitrate were likely to co-migrate with
ndium(III) concentrations of between 0.5 and 1.0 mM. There-
ore, the two potential systems which seemed likely to allow
he for the analysis of nitrate, chloride and sulphate were those
ith leading electrolytes containing either 0.25 mM indium(III)
r 1.25 mM indium(III) as a complexing agent.

The system that was selected as being most useful for fur-
her investigation was that containing 1.25 mM indium(III), as
t gave the biggest difference in RSHs between the three species
f interest. Thus, further experiments were carried out using such
system. For these further experiments the pH of the system was
aised to pH 3.15. This change was made as it was thought it may
llow the method to also be used for the determination of nitrite.
t pH 3.0 nitrite possess too low an effective mobility to migrate

sotachophoretically ahead of the cyanoacetate terminating ion.

F
c
a
p
1

hloride, nitrate and sulphate. The leading electrolyte is at pH 3.0, the leading
on is 10 mM bromide and the terminating electrolyte is 20 mM cyanoacetate.
rror bars represent ±S.D. (n = 3).

hen separations were attempted using the leading electrolyte
t pH 3.15 it did prove possible to achieve a simultaneous sep-
ig. 3. Isotachopherogram of a separation of a sample containing 20 mg l−1

hloride, nitrate and sulphate performed on an ItaChrom EA202 electrophoretic
nalyser. Leading electrolyte 6.25 mM HBr, 1.25 mM InBr3, 1 g l−1 HEC,
H 3.15 (glycylglycine). Terminating electrolyte 20 mM cyanoacetic acid.
= nitrate; 2 = chloride; 3 = sulphate; L = leading ion; T = terminating ion.
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Table 1
Relative step heights (RSH) observed for nitrate, chloride and sulphate when
using a an electrolyte system comprising a leading electrolyte of 6.25 mM
HBr, 1.25 mM InBr3, 1 g l−1 HEC at pH 3.15 (glycylglycine) and a terminating
electrolyte of 20 mM cyanoacetic acid

RSH ± S.D.

Capillary scale Chip

NO3
− 0.025 ± 0.005 0.043 ± 0.017

Cl− 0.065 ± 0.006 0.125 ± 0.011
S 2−
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Table 2
Details of the parameters of the calibration lines produced using the ItaChrom
instrument

a ± S.D. (s) b ± S.D. (s l mg−1) r n Concentration
range (mg l−1)

Cl− 1.68 ± 0.39 0.647 ± 0.014 0.996 7 2.5–60
NO3

− 1.42 ± 0.53 0.628 ± 0.024 0.994 7 2.5–60
SO42− 0.25 ± 0.16 0.460 ± 0.007 0.996 7 2.5–60

a = intercept; b = slope; n = number of data points (three replications performed
a

t
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O4 0.227 ± 0.007 0.418 ± 0.013

tandard deviations (S.D.s) were calculated over 12 runs.

nother. The observed RSHs for nitrate, chloride and sulphate
ogether with associated standard deviations (S.D.s) are shown
n Table 1. The results show that similar levels of reproducibil-
ty were noted in the step heights for all three species. When
ttempts were made to analyse nitrite with the system this also
roved possible. Nitrite was found to produce a higher step than
he other species with a RSH ± S.D. of 0.663 ± 0.005 (n = 4).

A possible problem with other methods that have been pro-
osed for allowing the simultaneous determination of nitrate,
hloride and sulphate using isotachophoresis is that they are sus-
eptible to interference from bromide and iodide. This is because
romide and iodide have very similar mobilities and chemical
roperties to chloride and thus tend to co-migrate with this ion.
ith the method developed in this study, bromide is used as the

eading ion so the presence of this species in any samples will not
ause any interference. Iodide forms weaker indium(III) com-
lexes than either chloride or bromide (log K1 = 1.64 [10]) so was
ot expected to cause any problems either. This expectation was
onfirmed when experiments were made with samples contain-
ng iodide. The results obtained with such separations showed
o visible steps and extended leading ion zones indicating that
he species was co-migrating with the leading ion.

To test the potential of the method and to see whether
eproducible separations could be achieved a series of seven
ixtures were analysed. The mixtures, which were analysed

n three repeat determinations, contained equal concentrations
f nitrate, chloride and sulphate. With these various mixtures,
eproducible separations were observed. The average relative
tandard deviations for the zone lengths observed in these mix-
ures were 4.8% for nitrate, 5.2% for sulphate and 5.4% for
hloride. The results from these analyses were used to produce
series of calibration curves. The findings of these experiments

howed that the method behaved in a linear manner over the
.5–60 mg l−1 concentration range used, with correlation coef-
cients of 0.996, 0.994 and 0.996 being achieved for chloride,
itrate and sulphate, respectively. Full details of the calibration
urves, produced using weighted linear regression, can be found
n Table 2.

Whilst the aim of this work was primarily to investigate the
otential of the method for enabling the separation of the three

pecies to be achieved, the results used to produce the calibra-
ion curves could be used to estimate limits of detection (LOD)
or the three species. Calculation of a LOD in isotachophoresis
s not a straightforward procedure due to the stepwise form of

r
w
n

t each); r = correlation coefficient; S.D. = standard deviation.

he output. This is because in isotachophoresis a blank usually
oes not produce a step, unless there is background contami-
ation present. Thus, no meaningful standard deviation in the
lank result can be obtained. Therefore, it is not possible to cal-
ulate a LOD on the basis of such a result. In this work LODs
ere taken as being the intercept, which is an estimate of the
lank, plus three times the standard deviation of this parame-
er. Using this procedure the LODs were found to be 1.0 mg l−1

or sulphate, 1.8 mg l−1 for chloride and 2.5 mg l−1 for nitrate.
hese values represent a reasonable performance, being similar

o those previously achieved with a similar type of instrument
13], and are adequate for many applications as these anions are
ften present in significant concentration. However, these lim-
ts could be significantly reduced, albeit with increased analysis
imes, if separations were carried out using the analytical column
f the instrument. Under such conditions LODs of the order of
0–100 �g l−1 could be possible making the method applicable
o trace analysis [1].

To further test the applicability of the new method, work was
one to see whether separations could be achieved using a dif-
erent type of separation device. Therefore, attempts were made
o employ the developed electrolyte system in analyses using a

iniaturised PMMA chip device. These attempts proved suc-
essful and separations of nitrate, chloride and sulphate were
chieved on such a device. Details of the RSHs and associated
.D.s observed on the miniaturised device are shown in Table 1.
n a similar result to that seen on the capillary scale instrument,
he reproducibility of the heights noted on the chip device were
imilar for all three species. However, the reproducibility was
ower in the results from the miniaturised system. In the minia-
urised separations it was found that all species exhibited higher
teps than were seen in the capillary scale separations as can
e seen from a comparison of the two sets of results shown
n Table 1. This difference was thought to arise from differ-
nces in the behaviour of the conductivity detectors in the two
evices. Examples of chip-based separations are shown in Fig. 4.
ne example is of a separation of a model sample of 20 mg l−1

f chloride, nitrate and sulphate whereas the other is of Sil-
er Spring a commercially available mineral water. It can be
een that isotachopherograms for both samples are similar. This
esult is in agreement with the stated composition of mineral

ater which was that it contained 20 mg l−1 sulphate, 21 mg l−1

itrate, 26 mg l−1 chloride and 292 mg l−1 carbonate.
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Fig. 4. Isotachopherograms of separations performed on a PMMA chip. (a)
Sample containing 20 mg l−1 chloride, nitrate and sulphate and (b) mineral
w
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Inorganic Ligands, Pergamon, Oxford, 1982.
ater. Leading electrolyte 6.25 mM HBr, 1.25 mM InBr3, 1 g l−1 HEC, pH 3.15
glycylglycine). Terminating electrolyte 20 mM cyanoacetic acid. 1 = nitrate;
= chloride; 3 = sulphate; L = leading ion; T = terminating ion.

. Conclusions

The simultaneous determination of nitrate, chloride and
ulphate using isotachophoresis is hard to accomplish. A pre-
iminary study has thus been carried out into the feasibility of

sing bromide as a leading ion to allow such a separation to be
chieved. It was found that it was possible to achieve such sepa-
ations by incorporating a concentration of 1.25 mM indium(III)
s a complexing agent in the leading electrolyte. This complex-

[

[

nta 75 (2008) 841–845 845

ng agent interacts with the different anions to a different degree
eaning that the species separate out in the order nitrate fol-

owed by chloride followed by sulphate. The devised method is
een as offering a relatively simple means, using readily avail-
ble chemicals, of being able to allow what is regarded as a
ifficult analysis when using isotachophoresis to be achieved.
he developed method uses a leading electrolyte at pH 3.15
eaning that it can also be used for nitrite determination.
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bstract

A homogeneous electrogenerated chemiluminescence (ECL) immunoassay for human immunoglobulin G (hIgG) has been developed using a
-(aminobutyl)-N-ethylisoluminol (ABEI) as luminescence label at gold nanoparticles modified paraffin-impregnated graphite electrode (PIGE).
CL emission was electrochemically generated from the ABEI-labeled anti-hIgG antibody and markedly increased in the presence of hIgG antigen
ue to forming a more rigid structure of the ABEI moiety. The concentration of hIgG antigen was determined by the increase of ECL intensity at
gold nanoparticles modified PIGE. It was found that the ECL intensity of ABEI in presence of hydrogen peroxide was dramatically enhanced at
old nanoparticles modified PIGE in neutral aqueous solution and the detection limit of ABEI was 2 × 10−14 mol/L (S/N = 3). The integral ECL

ntensity was linearly related to the concentration of hIgG antigen from 3.0 × 10−11 to 1.0 × 10−9 g/mL with a detection limit of 1 × 10−11 g/mL
S/N = 3). The relative standard deviation was 3.1% at 1.0 × 10−10 g/mL (n = 11). This work demonstrates that the enhancement of the sensitivity
f ECL and ECL immunoassay at a nanoparticles modified electrode is a promising strategy.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The immunoassay is an analytical methodology that has been
idely employed in clinical, pharmaceutical, and biochemical
elds due to its high specificity [1]. Immunoassays are usually
ivided into two formats, i.e., heterogeneous and homogeneous
nes. In the homogeneous immunoassays, the method involves
o separation steps. The commonly used heterogeneous assay
uch as enzyme-linked immunosorbent assay and sandwich
mmunochemiluminometric assay, are normally conducted on

icrotiter plates and required several incubation and washing

teps or centrifugation steps [2]. Homogeneous immunoassay
as received much attention due to its simplicity, automation and
igh throughput. The development of a rapid, sensitive and non-

∗ Corresponding author. Tel.: +86 29 85307567; fax: +86 29 85307567.
E-mail address: cxzhang@snnu.edu.cn (C. Zhang).
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eparation immunoassay has been a long-standing goal since
he beginning of immunoassay technology. Chemiluminescence
mmunoassay is promising as an alternative method of radioim-

unoassay because of its high sensitivity, and safety. However,
ost of the chemiluminescence-based methods required the

ound form/free form separation process and prolonged incu-
ation for effective chemical amplification.

Electrogenerated chemiluminescence immunoassay
ECLIA), which combines electrogenerated chemilumi-
escence (ECL) and immunoassay, has received much attention
ecause not only ECL reaction can be controlled and manip-
lated by alteration to the applied potential but also a wide
ange of different formats can be readily developed in homoge-
eous immunoassay [3–6]. Most of the homogeneous ECLIA

stablished are based on the signal changes deriving from
teric hindrance, conformational change and change in the
iffusion coefficient induced by immunoreactions. In most of
he homogeneous ECLIA methods reported, the concentration
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f antigen or antibody is related with the decrease of ECL
ntensity while the immunoreaction takes place between antigen
nd its antibody [2,7–9]. However, the homogeneous ECLIA
ased on the decrease of ECL intensity normally suffered from
high ECL background and a limited linear response range.

Some efforts have been devoted to improve the sensitivity of
CL and homogeneous ECLIA including employment of new
r multiple labels [8,9] and exploration of new electrode mate-
ials [10–14]. Cui and coworkers reported that a high sensitivity
f ECL detection luminol could be obtained at a gold nanopar-
icles self-assembled electrode [10–12] or a silver nanoparticles
elf-assembled electrode [13]. However, the reported ECL sys-
em has not been applied to immunoassay. Wang and coworkers
14] developed an ECL method for the determination of bio-
ogical substances including bovine serum albumin (BSA) and
mmunoglobulin G (IgG) using a 4-(dimethylamino) butyric
cid (DMBA) as a label at a gold nanoparticles modified gold
lectrode and a 10- and 6-fold sensitivity enhancement was
btained. However, the sensitivity of 1–80 �g/mL for BSA and
–100 �g/mL for IgG was only obtained. Our group reported
ome homogeneous ECLIA work based on the multiple labels
sing protein as a carrier. However, the reported system was
ased on a decrease of ECL signal [8,9].

N-(4-ainobutyl)-N-ethylisoluminol (ABEI), a derivative of
uminol, has been used as a favorable ECL marker for immunoas-
ay [15] and DNA hybridization detection [16,17] since there is
o significant reduction in luminescence activity when ABEI is
abeled to biological substances. Arai et al. [15] reported a sensi-
ive immunoassay of hIgG using ABEI-labeled anti-hIgG, based
n the increase of ECL intensity while the binding of hIgG to the
BEI-labeled anti-hIgG resulted in a more rigid structure of the
BEI moiety and increased luminescence intensity. We found

hat the ECL intensity of ABEI at a gold nanoparticles modi-
ed paraffin-impregnated graphite electrode (PIGE) was greatly
nhanced. In this work, a homogeneous ECL immunoassay
or hIgG was developed using ABEI-labeled anti-hIgG anti-
ody at a gold nanoparticles modified PIGE. The ECL behavior
f ABEI was investigated at a gold nanoparticles modified
IGE in neutral aqueous solution and the performance of the
esulting homogeneous immunoassay was studied. To our best
nowledge, ECL of ABEI and ECLIA using ABEI as an ECL
abel at a gold nanoparticles modified electrode have not been
eported.

. Experimental

.1. Chemicals and apparatus

N-(aminobutyl)-N-ethylisoluminol (ABEI), hIgG, anti-
IgG monoclonal antibody (rabbit), Sephadex G-25 and
AuCl4·4H2O (99% w/w) were purchased from Sigma (USA).
ovine serum albumin (BSA, Mt: 67000) was obtained from
uamei Co. Ltd (China).

A 1.8 × 10−2 mol/L stock solution of ABEI was prepared

y dissolving 50 mg ABEI in 10.00 mL of 0.10 mol/L hydrogen
hloride solution. Working solutions of ABEI were prepared
y diluting the stock solution with 0.10 mol/L phosphate buffer

a
t
r
o
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olution (PBS, pH 7.40). All other reagents were of analytical
rade, and redistilled water was used throughout.

The experimental set-up for ECL measurement consisted of a
EC-12B Electrochemical Analyzer (Jiangsu Electroanalytical

nstrument Co., Jiangsu, China), an Ultra-Weak Chemilu-
inescence Analyzer (photomultiplier operated at −900 V)

ontrolled by a personal computer with the BPCL program
Institute of Biophysics, Chinese Academy of Science, Bei-
ing, China). The electrode system was a three-electrode
ystem, including a bulk gold electrode (φ = 3 mm), a paraffin-
mpregnated graphite electrode (PIGE, φ = 6 mm) or a gold
anoparticles modified PIGE working electrode, a platinum
ounter electrode and a salt bridge connected with an Ag/AgCl
Sat. KCl) reference electrode. All potentials were referred
o this reference electrode. Scanning electronic microscopy
SEM) pictures were obtained with a Philips-FEI Quanta 200

icroscope.

.2. Preparation of ABEI-labeled anti-hIgG antibody

ABEI-labeled anti-hIgG antibody was prepared according to
eferences [15,18]. Ten milligrams of N-hydroxy succinimide
as dissolved in 1.00 mL of dimethylsulfoxide. 8.0 mg of anti-
IgG antibody was dissolved in 1.00 mL of 0.10 mol/L PBS
pH 7.40). 100 �L of 0.018 mol/L ABEI (pH 7.40) adjusted
y 0.10 mol/L NaHCO3 (pH 9.00) was slowly mixed with the
bove-mentioned solution and incubated in dark for 6 h under
tirring. The resulting mixture was loaded onto a Sephadex G-25
olumn (d = 1 cm, h = 20 cm) and a 0.085 mol/L PBS (pH 7.40)
as used to elute ABEI-labeled anti-hIgG antibody, free ABEI

nd hIgG with a flow rate of 0.50 mL/min. The elutant collected
etween 32 and 35 min was used as ABEI-labeled anti-hIgG
ntibody solution for the ECLIA.

.3. Preparation of gold nanoparticles modified
araffin-impregnated graphite electrode

Gold nanoparticles were prepared by the reduction of
AuCl4 (1.0 × 10−2%, w/v) with trisodium citrate (1%, w/v)

ccording to reference [19] and stored at 4 ◦C. The resulting
old nanoparticles were characterized by transmission electron
icroscopy (TEM, Hitachi H-800, Japan) and UV–vis spec-

rometry (UV–vis spectrophotometer, TU-1900, Beijing Puxi,
hina).

The paraffin-impregnated graphite electrode was prepared by
utting a graphite rod (φ = 6 mm out-diameter) just into a suitable
iameter Teflon tube and sealing the surface of graphite rod and
he gap between the graphite rod and the tube using melted
araffin, allowed to stay under infrared light for 1 h. Then it
as polished at an abrasive paper and then rinsed with water.
10 �L of gold nanoparticles suspension prepared was carefully
ropped on the surface of a electrode pretreated, and then dried

t 45 ◦C to form gold nanoparticle modified PIGE. Before used,
he gold nanoparticle modified PIGE was rinsed with water to
emove the other reagents brought in the immobilized process
n the surface.
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ig. 1. TEM of gold nanoparticle (A) and SEM images (B-D) of PIGE modifi
anoparticles; (D) 250 �L of gold nanoparticles.

.4. ECL homogeneous immunoassay

A series of 0.50 mL of 0.10 mol/L PBS (pH 7.40) con-
aining different concentrations of hIgG antigen analyte from
.0 × 10−11 to 1.0 × 10−9 g/mL were prepared. Each of them
as mixed with 2 �L of a fixed concentration of the ABEI-

abeled anti-hIgG (10−6 g/mL) antibody solution and incubated
t 37 ◦C for 1 h. After dilution with 0.50 mL of 0.10 mol/L PBS
pH 7.40) containing 2.0 mmol/L H2O2, the ECL detection was
erformed at a constant potential of +0.80 V. The concentration
f hIgG antigen was quantified by the integral ECL intensity for
0 s after the potential was applied.

. Results and discussion

.1. Quantification of ABEI

.1.1. Characteristics of gold nanoparticles modified PIGE
Fig. 1A shows a TEM of gold nanoparticles prepared, demon-

trating that the gold nanoparticles prepared is well separated
nd their mean size in diameter was about 8–10 nm. Fig. 1B–D

how the SEM images of PIGE modified with gold nanoparticles
hen the different volumes of the gold nanoparticles suspension
repared were used. From Fig. 1B–D, it can be seen that the sur-
ace density of gold nanoparticles modified on the PIGE surface

t
a
i
a

ith gold nanoparticles. (B) 100 �L of gold nanoparticles; (C) 210 �L of gold

ignificantly increases and mean size of gold nanoparticles mod-
fied on the surface of PIGE slightly increases from Fig. 1B–D.
he aggregation of gold nanoparticles on the surface of PIGE
as observed as the volume of the gold nanoparticles suspen-

ion was 250 �L. This indicates that the used volume of the gold
anoparticles suspension can affect the surface density and mean
ize of gold nanoparticles modified on the surface of PIGE and
old nanoparticles on the surface of PIGE slightly grow up in
he process of the solvent vaporization.

.1.2. ECL behavior of ABEI
Although ECL behavior of ABEI at conventional electrodes

ncluding glassy carbon electrode [16], carbon fiber electrode
15], platinum electrode [17] and gold electrode [20] was investi-
ated, the study on ECL behavior of ABEI at a gold nanoparticles
odified PIGE were not reported. Therefore, we investigated
CL behavior of ABEI at a gold nanoparticles modified PIGE

n this work.
ECL emission-applied potential profiles of ABEI in the pres-

nce of H2O2 at a bare PIGE and at a gold nanoparticles modified
IGE are shown in Fig. 2. From Fig. 2, it can be seen that on
he positive scan an ECL emission starts increase from 0.46 V
t a bare PIGE (line, a) and 0.40 V at a gold nanoparticles mod-
fied PIGE (line, b), and peak of ABEI appeared at +0.88 V
t a bare PIGE (line, a) and at +0.82 V at a gold nanoparti-
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Fig. 2. ECL emission-applied potential profiles of ABEI at a bare PIGE (line a)
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nd at a gold nanoparticles modified PIGE (line b). 0.10 mol/L PBS containing
.0 × 10−11 mol/L ABEI and 5.0 × 10−4 mol/L H2O2, scan rate, 10 mV/s.

les modified PIGE (line, b), respectively. The negative shift on
he start potentials of ECL emission and the peak potentials is
.06V. This indicates that the gold nanoparticles on the surface
f PIGE can catalyze the ECL process. Furthermore, the five-
old enhancement of the ECL emission of ABEI was obtained
t a gold nanoparticles modified PIGE, compared with that at a
are PIGE. In order to understand the sort of catalysis of gold
anoparticles as a reason for the observed enhancement of the
CL emission, the electrochemical behaviors of ABEI at a bulk
old electrode, at bare PIGE and at a gold nanoparticles modified
IGE were investigated by cyclic voltammetry. The results are
hown in Fig. 3. From Fig. 3, it can be seen that on the positive
can, the oxidation peak current at about +0.50 V increases and
tart oxidation potential negatively shift in sequence from a bulk
old electrode to a bare PIGE and then to at a gold nanoparticles
odified PIGE. This indicates that gold nanoparticles on the

urface of the modified PIGE can catalyze an electrochemically
xidizing process of ABEI.

.1.3. Optimization for ECL determination of ABEI
In order to obtain a highly sensitive ECL method for the deter-

ination of ABEI at gold nanoparticles modified PIGE in neutral
queous solution, the test conditions including applied poten-
ial, the amount of gold nanoparticles, pH and concentration of
ydrogen peroxide were optimized.

.1.3.1. Applied potential. The dependence of the integral ECL
ntensity on the applied potential was examined and the results

howed that the integral ECL intensity increased when an
pplied potential was stepped from +0.45 to +0.85 V and reached
he maximum at +0.85 V. However, the reproducibility of ECL
ntensity at the potential of +0.85 V was poorer than that of at

i

3
p

ig. 3. CV of ABEI at a bulk gold electrode (line a), at a bare PIGE (line b) and
t a gold nanoparticles modified PIGE (line c) in 0.10 mol/L PBS containing
.8 × 10−4 mol/L ABEI, scan rate, 10 mV/s.

he potential of +0.80 V due to the oxidation of gold nanoparti-
les. Therefore, a constant potential of +0.80 V was selected in
ubsequent experiment.

.1.3.2. Size and amount of gold nanoparticles. As expected,
he ECL intensity of ABEI was strongly dependent on size and
mount of gold nanoparticles on PIGE surface. The dependence
f the ECL intensity of ABEI on the different sizes of gold
anoparticles including 8–10 nm, 16–18 nm and 25–30 nm was
xamined. The results showed that the nanoparticles modified
lectrode fabricated with 8–10-nm gold nanoparticles exhibits
he largest ECL response to ABEI than that of the other sizes.
his was attributed to the fact that a higher catalytic activity
nd the very high surface to volume ratio of gold nanoparticles
ccur on the smaller gold nanoparticle [21]. It should be noted
hat the Au nanoparticles with particle size smaller than 10 nm
as not checked because they were not obtained by using the

eference method [19]. Therefore, 8–10 nm gold nanoparticles
gold atoms by atomic absorption spectrum, 2.45 × 10−4 mol/L)
re chosen in the following experiments.

Fig. 4 shows the effect of volume of gold nanoparticles
8–10 nm) modified onto PIGE surface from 10 to 300 �L, on
he ECL intensity of ABEI. From Fig. 4, it can be seen that the
ntegral ECL intensity increases with the increase of the vol-
me of gold nanoparticles from 10 to 210 �L. The integral ECL
ntensity reached the maximum at 210 �L and decreased while
he volume was higher than 210 �L. This is corresponding to
he fact that the gold nanoparticles on graphite electrode sur-
ace aggregates (as shown in Fig. 1D). Therefore, 210 �L of
old nanoparticles prepared was chosen in further experiments

n order to obtain a high sensitivity.

.1.3.3. pH. The dependence of the integral ECL intensity on
H was examined and the results showed that the integral ECL
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ig. 4. Effect of the amount of gold nanoparticles on PIGE surface on the inte-
ral ECL intensity. 0.10 mol/L PBS containing 1.0 × 10−12 mol/L ABEI and
.0 × 10−4 mol/L H2O2, applied potential, 0.80 V.

ntensity was very low in acid solution. The integral ECL inten-
ity increased from pH 7.00 to 11.00 and reached a maximum at
H 11.00. This is similar with the chemiluminescence behavior
f ABEI [22]. The integral ECL intensity decreased when pH
as higher than 11.00. This is maybe attributed to the fact that
ydrogen peroxide was decomposed. Additionally, it was found
hat the reproducibility of ECL intensity in a neutral solution
as obtained by repetitive measurements at a gold nanoparticles
odified electrode electrodes. Therefore, on consideration of

ioanalytical application, subsequent experiment was conducted
n medium of pH 7.40.

.1.3.4. Concentration of hydrogen peroxide. Fig. 5 shows the
ependence of the integral ECL intensity on the concentration of
ydrogen peroxide. From Fig. 5, it can be seen that the integral
CL intensity increased with an increase of the concentration of
ydrogen peroxide from 0.010 to 1.0 mmol/L due to the increase
f co-oxidizing function of hydrogen peroxide. And the integral
CL intensity reached maximum at 1.0 mmol/L. The blank ECL

ntensity was much high (data not shown) when the concentra-
ion of hydrogen peroxide was higher than 1.0 mmol/L. There-
ore, 1.0 mmol/L hydrogen peroxide was chosen in this work.

.1.4. Linear range, detection limit and precision for ABEI
Under the optimized conditions, the integral ECL intensity

as a good linear relationship with the logarithm of the con-
entration of ABEI from 3.0 × 10−14 to 1.0 × 10−10 mol/L.
he relationship between the logarithm of the concentration
f ABEI and integral ECL intensity (I) is given as I = 1241
g C + 767 (R2 = 0.9999, unit of C is 10−14 mol/L). The detection

imit of ABEI was 2 × 10−14 mol/L (S/N = 3), which was much
ower than that at carbon fiber electrode (1.2 fmol/�L) [15].
he relative standard deviation for 1.0 × 10−10 mol/L ABEI
as 1.9% in 11 successive detections. A satisfactory sensitiv-

o
a
r
h

ig. 5. Dependence of the integral ECL intensity on the concentration of hydro-
en peroxide. 0.10 mol/L PBS (pH 7.40) containing 1.0 × 10−10 mol/L ABEI,
pplied potential, 0.80 V.

ty of the proposed method is, therefore, feasible. The stability
f a gold nanoparticle modified PIGE was estimated by dis-
ontinuously determining the ECL response to ABEI every
ay in 0.10 mol/L PBS containing 1.0 × 10−10 mol/L ABEI and
.0 mmol/L hydrogen peroxide using a gold nanoparticle mod-
fied PIGE stored in water at 4 ◦C. The result showed that the
ecrease of the ECL intensity was less than 5% within 10 days.
his indicates that the detachment of the gold nanoparticles is
egligible within 10 days.

.2. Evaluation of ABEI-labeled anti-hIgG antibody

ABEI-labeled anti-hIgG antibody synthesized according to
he process described in Section 2.2 was characterized by
V–vis spectrophotometry. UV–vis spectrum of ABEI-labeled

nti-hIgG antibody in 0.10 mol/L PBS (pH 7.40) was shown in
ig. 6. From Fig. 6, it can be seen that characteristic absorption
eaks of ABEI-labeled anti-hIgG antibody appeared at 328 nm
nd 276 nm (Fig. 6a), respectively, corresponding to the charac-
eristic peak of ABEI at 328 nm and 288 nm (Fig. 6b) and the
haracteristic peak of anti-hIgG antibody at 276 nm (Fig. 6c).
his suggests that ABEI is labeled to anti-hIgG antibody. The
oncentration of the ABEI-labeled anti-hIgG antibody solution
as calculated according to the values of UV absorption of

nti-hIgG antibody at 276 nm and the molar ratio of ABEI and
nti-hIgG antibody was estimated by the value of UV absorption

f protein at 276 nm (ε= 1.28 × 105 L mol−1 cm−1) and ABEI
t 325 nm(ε= 5.38 × 103 L mol−1 cm−1), respectively. The label
atio obtained was 24 ABEI per hIgG in the ABEI-labeled anti-
IgG antibody.
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ig. 6. UV–vis spectra of ABEI-labeled anti-hIgG antibody (a), ABEI (b) and
nti-hIgG antibody (c) in 0.10 mol/L PBS (pH 7.40).

ECL behavior of the ABEI-labeled anti-hIgG antibody at a
old nanoparticles modified PIGE in 0.10 mol/L PBS (pH 7.40)
as investigated using linear potential scan technique with a

can rate of 20 mV/s. The results showed that ECL peak of
BEI-labeled anti-hIgG antibody appeared at +0.84 V at a gold
anoparticles modified PIGE, which were very close to ECL
eak of ABEI at +0.82 V. This also indicates that ABEI is labeled
o anti-hIgG antibody and ECL behavior of the ABEI-labeled
nti-hIgG antibody is similar with that of ABEI. Therefore,
he optimized ECL measurement condition for ABEI was also
pplied to quantify the concentration of the ABEI-labeled anti-
IgG antibody.

Fig. 7 shows the ECL profiles of ABEI-labeled anti-hIgG
ntibody in the absence and presence of hIgG antigen at a bulk
old electrode and at a gold nanoparticles modified PIGE. Com-
aring the peak height of line a with line c, the ECL intensity
ncrease from 59, which is a background of ECL intensity gen-
rated from ABEI-labeled anti-hIgG antibody, to 151 at a bulk
old electrode. Comparing the peak height of line b with line d,
he ECL intensity increase from 101 to 458 at a gold nanopar-
icles modified PIGE. Those results indicate that hIgG antigen
an enhance the ECL intensity of ABEI-labeled anti-hIgG anti-
ody and the sensitivity for hIgG antigen at a gold nanoparticles
odified PIGE is a higher than that a bulk gold electrode. There-

ore, a gold nanoparticles modified PIGE was employed in the
ollowing immunoassay for hIgG.

ECL characteristics of ABEI-labeled anti-hIgG antibody in
he presence of BSA and thrombin were also tested. The results
howed that the ECL intensity of ABEI-labeled anti-hIgG anti-
ody (ECL peak intensity is 101) was about the same as that
n the presence of 2.0 × 10−9 g/mL BSA (ECL peak intensity is

09) and 5.0 × 10−8 g/mL thrombin (ECL peak intensity is 128),
ndicating that the non-specific proteins did not influence the
CL intensity because no binding with ABEI-labeled anti-hIgG
ntibody occurred. This suggests that ABEI-labeled anti-hIgG

l
A
a
a

nd c) and at a gold nanoparticles modified PIGE (b and d) in the absence (a
nd b)/presence(c and d) of 1.0 × 10−9 g/mL hIgG. ABEI-labeled anti-hIgG
ntibody, 1.0 × 10−9 g/mL, applied potential, 0.80 V.

ntibody can be used as an ECL probe for the detection of hIgG
ntigen.

.3. Homogeneous ECL immunoassay for hIgG antigen

In order to obtain the higher sensitivity of the designed
mmunoassay, the concentration of ABEI-labeled anti-hIgG
ntibody was optimized when a fixed concentration of
.0 × 10−9 g/mL hIgG antigen was used. The results showed
hat the integral ECL intensity increased with an increase
f the concentration of ABEI-labeled anti-hIgG antibody
rom 3.0 × 10−10 to 1.0 × 10−9 g/mL, and achieved maximum
t 1.0 × 10−9 g/mL. Further increasing the concentration of
BEI-labeled anti-hIgG antibody, the ECL intensity gradually
ecreased due to the increase of background ECL of ABEI-
abeled anti-hIgG antibody used. Therefore, 1.0 × 10−9 g/mL
BEI-labeled anti-hIgG antibody was chosen in following

xperiment.
The quantitative behavior of the designed ECL immunoas-

ay for hIgG antigen was assessed according to the protocol
escribed in Section 2.4. The calibration curve for hIgG anti-
en is shown in Fig. 8. From Fig. 8, it can be seen that the
ntegral ECL intensity had a linear relationship with the con-
entration of hIgG antigen in the range from 3.0 × 10−11 to
.0 × 10−9 g/mL. The regression equation was I = 842 + 114.8 C
unit of C is 10−11 g/mL) and the correlation coefficient was
.9939. This indicates that the homogenous ECL immunoassay
esigned is feasible. The detection limit was 1 × 10−11 g/mL
IgG antigen (S/N = 3). It should be noted that the detection

imit of hIgG antigen in this work is higher than that reported by
rai et al. [15]. This is maybe attributed to low activity of both

ntigen and antibody used and low label ratio of ABEI per hIgG
ntibody in this work.
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pplied potential, 0.80 V.

The reproducibility of one gold nanoparticle modified PIGE
o assay IgG was examined in 0.10 mol/L PBS containing
.0 × 10−9 g/mL hIgG and 1.0 × 10−9 g/mL ABEI-labeled anti-
IgG antibody and 1.0 mmol/L hydrogen peroxide. The relative
tandard deviation was 1.9% in 11 successive detections. This
uggests that the fouling of proteins to gold nanoparticle modi-
ed PIGE was not significant.

. Conclusion

A homogeneous ECL immunoassay for hIgG antigen at gold
anoparticles modified PIGE using ABEI-labeled anti-hIgG
ntibody has been developed. The proposed ECL method for
he determination of ABEI is very simple and greatly sensitive.

he homogeneous ECL immunoassay for hIgG antigen is easily
erformed with a high sensitivity. This work demonstrates that
he homogeneous ECL immunoassay at nanoparticles modified
lectrode is a promising approach to improving the sensitivity

[
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f ECL label and ECL immunoassay. It is expected that gold
anoparticles modified electrode and ABEI as an ECL label for
esign ECL immunoassay based on a signal increase could be
pplied in the analysis of other biological molecules.
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bstract

A highly sensitive and selective cyanide chemosensor based on fused indoline and benzooxazine fragment was reported with fast response. The
etection of cyanide was performed via the nucleophilic attack of cyanide anion on the oxazine. 1H NMR and MS studies confirmed the cleavage of
–O bond of oxazine and binding of cyanide to the spiro center of oxazine. The specific reaction results in high selectivity for cyanide ion. Addition
f cyanide anion to the oxazine in MeCN/H O solution results in a loss in absorbance at 343 nm and an increase in new absorbance at 411 nm,
2

hus resulting in obvious color changes. Cyanide can be detected down to 1 �M levels in a fast response of less than 30 s with no interference of
ther anionic species. The cyanide detection method should have potential application in a variety of settings requiring rapid and accurate analysis
f cyanide anion for drinking and fresh water.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Cyanide is extremely toxic, and even relatively small amounts
f this species are lethal to humans. As known, its toxicity results
rom its propensity to bind the iron in cytochrome c oxidase,
nterfering with electron transport and resulting in hypoxia [1].
evertheless, a large amount of cyanides are extensively utilized

n industries such as mining, metallurgy, photographic process-
ng, and the production of nitriles, nylon and acrylic plastics,
hich raises a number of environmental concerns, particularly

n terms of its retention in leech circuits, recovery and potential
or contamination. The Environmental Protection Agency (EPA)
as set the maximum contaminant level (MCL) for cyanide at
.2 mg/L to regulate the safe level for drinking water systems [2].
p to date, a variety of analytical methods concerning cyanide

nion have been developed including chemiluminescence sen-
ors [3,4], spectroscopic and spectrofluorometric methods [5,6],

lectrochemical sensors [7,8], biosensors [9,10] and a flow injec-
ion analysis [11,12]. However, the current detection of cyanide
nvolves certain inherent disadvantages. For instances, Shan et
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.024
l. [9] reported an extremely sensitive detection limit (0.1 nM)
or cyanide based on amperometric biosensor. Although its
esponse time is about 7 s, the pretreatment time of cyanide by
nzyme incubation was as long as 10 min. Also, Legako et al.
13] reported a cyanide sensor derived from the porphyrin sys-
em by spectroscopic methods with a short response time of
s, but the change of absorbance wavelength maxima from 418

o 421 nm is too small, not obvious by naked detection. More-
ver, the interferences with anions, such as F−, SCN−, S2−,
−, SO3

2−, NO2
− and NO3

− [5,6,12,14,15], are always com-
licated in cyanide detection. Even the interfering effect of S2−
as to be overcome by using standard lead precipitation tech-
iques. Therefore, there is an urgent need and issue to develop
ast, accurate detections of cyanide in a variety of settings.

Recently, a particularly attractive alternative is the utiliza-
ion of chemodosimeters as analytes through a specific chemical
eaction (usually irreversible) between guest molecules and tar-
et species, leading to the formation of a fluorescent or colored
roduct, in which an accumulative effect is directly related to
he analyte concentration [10,16,17]. In this way, our group
as developed the first selective fluorescent chemodosimeter

or mercury ion based upon the reactivity of intramolecular
yclic guanylation by thiourea derivatives toward Hg(II) ion
18]. Thus, high selectivity toward the analyte is a welcome
eature of chemodosimeters, which is also preferable for the
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Scheme 1. Synthesis of oxazine 1a and 1b.

etection of CN− ion. Raymo’s group [19,20] designed a chro-
ogenic oxazine for cyanide detection, in which the interference

s just free of halide anions and a longer response time of about
min. As a further advance, here we report chemosensors 1a
nd 1b derived from the fused indoline and benzooxazine frag-
ents (Scheme 1) for selective detection of cyanide anion. The

esign is based on the specific ring-open reaction of oxazine
erivatives with cyanide. When titrated with cyanide, the C–O
ond of oxazine becomes cleaved by the cyanide anion attack on
he spiro center via nucleophilic addition, which causes drastic
hanges in color, easily detected by the naked eyes. This specific
eaction results in a highly selective and fast response detection
or cyanide ion.

. Experimental

.1. Apparatus

1H NMR spectra were measured on a Brucker AM 400 spec-
rometer. Mass spectra (MS) were carried out on a MA1212
nstrument using standard conditions (EI, 70 eV). UV/vis spec-
ra were done on a Varian Cary 500 spectrophotometer with 1 cm
uartz cell at 25 ◦C.

.2. Reagents

All chemicals were of analytical grade and used as received
ith the exception of MeCN, which was distilled over CaH2.
ater was doubly distilled in quartz apparatus. The standard

yanide solution was prepared as 0.1 mol/L of sodium cyanide
tock solution unless noted otherwise, and stored in the dark.
ll anionic solutions used in controlling testing were prepared
y dilution from their stock solutions of sodium salts.

.3. Synthesis

5-Nitro-2,3,3′-trimethyl-3H-indole and 2-nitro-5a,6,6-
rimethyl-5a,6-dihydro-12H-indolo[2,1-b][1,3]benzooxazine
1b) were synthesized according to literatures [19,21].
,8-Dinitro-5a,6,6-trimethyl-5a,6-dihydro-12H-indolo[2,1-
][1,3]benzooxazine (1a) was synthesized, mostly based on
he established method [19], via the cyclization of indoline

erivatives and 2-chloromethyl-4-nitrophenol.

2,8-Dinitro-5a,6,6-trimethyl-5a,6-dihydro-12H-indolo
2,1-b][1,3]benzooxazine (1a). A mixture of 5-nitro-
,3,3′-trimethyl-3H-indole (102 mg, 0.5 mmol) and

r
t
a
c

(2008) 760–764 761

-chloromethyl-4-nitrophenol (94 mg, 0.5 mmol) in MeCN
15 mL) was heated and refluxed for 48 h. After cooled down
o ambient temperature, the solvent was evaporated under
educed pressure. The residue was dissolved in CH2Cl2
10 mL), and washed with aqueous KOH (0.2 M, 5 mL) and

2O (10 mL). The organic phase was concentrated, and the
esidue was purified by column chromatography eluted with
thyl acetate/petroleum ether (1:10) to afford the oxazine 1a
76 mg) as yellow solid, yield 43%, m.p. 197–199 ◦C. 1H
MR (400 MHz, CDCl3, ppm): δ 8.09–8.11 (m, 2H, Ar–H),
.00–8.04 (m, 2H, Ar–H), 6.81 (d, 1H, J = 9.1 Hz, Ar–H), 6.60
d, 1H, J = 8.7 Hz, Ar–H), 4.72 (s, 2H, −CH2), 1.61 (s, 3H,
CH3), 1.27 (s, 6H, −CH3); 13C NMR (400 MHz, CDCl3,

pm): δ 16.36, 18.73, 25.88, 40.42, 47.71, 102.26, 107.32,
18.15, 118.56, 118.79, 123.14, 124.45, 125.64, 138.97,
41.76, 152.26, 158.11; EI-MS (70 eV): m/z = 355.1 [M]+,
38.1 [M − 17]+, 204.1 [M − 151]+, 189.1 [M − 166]+.

.4. Analytical procedure

In MeCN/H2O solution, oxazine 1a of 0.1 mM was trans-
erred into the spectrophotometer quartz cell (1.0 cm light path
ength). The sodium cyanide stock solution of 0.1 mol/L was
iluted to 1.0 × 10−4 and 1.0 × 10−3 mol/L with deionized
ater, respectively. The absorbance was measured from 200 to
00 nm, against a blank MeCN solution. Different cyanide solu-
ions (0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20 �L, of 1.0 × 10−4 M, and
, 8, 12, 16, 20 �L, of 1.0 × 10−3 M) were added, and the added
olume during titration was negligible (at the most 0.02 mL)
s compared with the initial volume of the oxazine (2 mL),
he mixtures were shaken and the absorption spectra were

easured from 200 to 600 nm. Calibration curves were con-
tructed by plotting the absorbance change at each wavelength
gainst the cyanide concentration to give linear relationships.

calibration plot of cyanide concentration against the most
ensitive absorption at 411 nm was used for all subsequent mea-
urements of cyanide test and interference test solutions. The
pectrophotometric measurements were measured in a mixture
f MeCN and H2O (19:1, v/v, 298 K) with a buffer solution of
a2HPO4/NaH2PO4 (7.5 mM, pH 7.6).

. Results and discussion

.1. Mechanism

In MeCN/H2O solution, the absorption spectrum of 1a shows
band centered at 343 nm. When titrated with NaCN solution

uffered with sodium phosphate solution (pH 7.6), a new absorp-
ion band at 411 nm was observed (Fig. 1), which might be
ttributed to the cleavage of the [C–O] bond of oxazine 1a in
he presence of cyanide anion (Fig. 2) [22–24]. As a matter of
act, the nucleophilic cyanide anion can specifically attack at
he spiro carbon, resulting in the opening of the [1,3] oxazine

ing to form the opened form of 2a (Fig. 2) [19,20]. Mass spec-
ra and 1H NMR studies give strong proofs consistent with the
bove analysis. The mass spectrum shows a peak at m/z 383.2,
orresponding to the formation of 2a ([M + 2]+). Moreover, 1H



762 J. Ren et al. / Talanta 75 (2008) 760–764

F
M
b

N
N
o
p
t
c
o
i
T
o
n
u

b
a
s
t
t

F
M
b

b
a

3

r
i
p
b
t
t
very fast (Fig. 4). When titrated with sodium cyanide, a new band
ig. 1. Absorption spectra of oxazine 1a (0.1 mM, 298 K) in a mixture of
eCN–H2O (19:1, v/v) without NaCN (curve a) and with NaCN (1 mM, curve

) buffered with sodium phosphate solution (7.5 mM, pH 7.6).

MR spectrum of 1a changes dramatically after the addition of
aCN. The chiral center at the junction of two heterocycles in
xazine unit imposed two distinct environments on the adjacent
airs of methylene protons (Hg and Hh), and the 1H NMR spec-
ra of 1a showed an AB system for Hg and Hh. As a result, the
haracteristic AB system associated with the diastereotopic pair
f methylene protons Hg and Hh was disappeared, and exhib-
ted a single signal after the interconversation from 1a to 2a.
he largest change (−0.42 ppm for Hf) in chemical shifts was
bserved for the proton in the ortho position relative to the phe-
olate oxygen atom. Other aromatic protons also shifted to the
pfield to some extent.

Similarly, the absorption spectrum of oxazine 1b shows a
and centered at 307 nm before addition of NaCN, and a new

bsorption peak at 410 nm was observed when adding NaCN
olution buffered with sodium phosphate (Fig. 3). With respect
o compound 1b, the electron-withdrawing nitro group substi-
uted at the indole segment of oxazine 1a resulted in a red shift

a
s
s
n

Fig. 2. Partial 1H NMR spectra (400 MHz, CD3CN/D2O
ig. 3. Absorption spectra of oxazine 1b (0.1 mM, 298 K) in a mixture of
eCN–H2O (19:1, v/v) without NaCN (curve a) and with NaCN (1 mM, curve

) buffered with sodium phosphate solution (7.5 mM, pH 7.6).

efore the addition of NaCN and slightly red shift after the
ddition.

.2. Fast response

As known, chemosensors always have a problem of long
esponse time. In our previous report for Hg chemosensor, the
ntramolecular cyclic guanylation reaction is irreversible and
roduces a time-dependent dosimetric response that is controlled
y the reaction kinetics [18]. In that case, it takes a response
ime of about 10 min to achieve completion with the changes in
he emissive intensity. Unexpectedly, chemosensor 1a responses
ppeared very rapidly at 411 nm within 30 s, and remains quite
table from 30 s to 30 min. As a consequence, the interconver-
ion from 1a to 2a is an immediate response, thus providing a
ew real-time method for cyanide detection.

= 9:1) of 1a without NaCN (a) and with NaCN (b).
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ig. 4. Absorbance changes at 411 nm for oxazine 1a (0.1 mM, 298 K) in a
ixture of MeCN–H2O (19:1, v/v) with a buffer solution of Na2HPO4/NaH2PO4

7.5 mM, pH 7.6) after addition of NaCN (1 mM).

.3. Anionic interferences

The colorimetric detection of cyanide in water is gener-
lly complicated by the interference with some anions. Fig. 5
llustrated the spectroscopic response of 1a when titrated with

variety of anions in aqueous solution (including F−, Cl−,
r−, I−, CH3COO−, ClCH2COO−, IO4

−, C2O4
2−, HCO3

−,
SO3

−, HSO4
−, NO2

−, NO3
− SCN− SO3

2−, SO4
2− and

2O3
2−), which indicated that the oxazine chemosensor is essen-

ially unaffected by the presence of these common anions,
ven at relatively high concentration levels (1 mM). Notably,
he characteristic absorption peak at 411 nm for the oxazine
hemosensor can only be observed in the presence of cyanide,
irtually insensitive to other anions. In fact, the addition of
aCN to oxazine 1a solution resulted in the cleavage of the
C–O] bond of oxazine and the appearance of the indolium
ation, then part of the positive charge was enriched to spiro
arbon atom. Furthermore, the cyanide anion is a particu-
arly stronger nucleophile than others. Clearly, chemosensor

ig. 5. Absorbance changes at 411 nm for oxazine 1a (0.1 mM, 298 K) in a
ixture of MeCN–H2O (19:1, v/v) with a buffer solution of Na2HPO4/NaH2PO4

7.5 mM, pH 7.6) in the presence of CN− or other common anions (1 mM). Note:

0 is the absorbance at wavelength 411 nm without CN−.
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5

ixture of MeCN–H2O (19:1, v/v) with a buffer solution of Na2HPO4/NaH2PO4

7.5 mM, pH 7.6) in the presence of different concentration of CN−. Note: A0

s the absorbance at wavelength 411 nm without CN−.

a exhibits high selectivity for cyanide anion in that they are
ased upon the specific reactivity of cyanide anion toward
xazine.

.4. Detection limits

As mentioned above, the C–O bond of oxazine at the spiro
enter can specifically be cleaved via the nucleophilic cyanide
nion attack, resulting in obvious color changes with a fast
esponse. Thus for oxazine 1a, a highly sensitive colorimeter
ased on absorbance changes at 411 nm can be proposed as
yanide chemosensor. As shown in Fig. 6, the chemosensor
xhibits fast response for cyanide anion with a linear working
ange from 10−6 to 10−5 M. Thus the micromolar concentra-
ions of cyanide are sufficient to impose a detectable change
n the absorbance, the low detection limit is 1.0 × 10−6 M and
eets the U.S. EPA water quality criterion of sensitivity below

.2 mg/L.

.5. Applications

In order to assess the utility of the proposed method, it was
pplied successfully to the quantitative determination of cyanide
nion in tap and drinking water samples (drinking water from
ommence). The water samples were found to be free from
yanide and so the samples were prepared by adding known
mounts of cyanide to samples. Recovery studies were carried
ut to check the accuracy of the proposed method on different
amples of water (drinking and tap water). All applications were
erformed using 2 mL of sample volume, and after addition of
yanide with the concentration of 5.0 × 10−6 mol/L, which was
ithin the linear calibration range, the samples were injected in

riplicate. The average contents of cyanide anion were found

o be 5.07 × 10−6 and 4.77 × 10−6 mol/L for tap water and
rinking water, respectively. Then, the recovery percentages per-
ormed well with relative standard deviations lower than 2% and
% for tap water and drinking water, respectively. The results
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how that this method is suitable for determination of cyanide
oncentrations in such samples.

. Conclusion

A highly sensitive and selective chemosensor based upon
xazine derivatives for cyanide have been synthesized and stud-
ed. The C–O bond of the oxazine at the spiro center cleaves
hen titrated with nucleophilic cyanide anions, resulting in obvi-
us changes in color. It shows a very fast response within 30 s
nd can be detected by the naked eyes, providing a new, real-
ime method for cyanide detection. The detection limit for the
ensor is 1.0 × 10−6 M, fully meeting the U.S. EPA water qual-
ty criterion of sensitivity. Notably, the characteristic absorption
eak for the oxazine chemosensor can only be observed in the
resence of cyanide, virtually insensitive to other anions. The
esults clearly demonstrate that a highly selective detection sys-
em for an analyte can be developed on the basis of a specific
hemical reaction, at this time, via the nucleophilic reaction of
xazine toward cyanide. The cyanide detection method should
ave potential application in a variety of settings requiring rapid
nd accurate analysis of cyanide anion for drinking and fresh
ater.
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Soc. 124 (2002) 6232.
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bstract

A non-chromatographic, sensitive and simple analytical method has been developed for the determination of toxic arsenic species in vegetable
amples by hydride generation-atomic fluorescence spectrometry (HG-AFS). As(III), As(V), dimethylarsinic acid (DMA) and monomethylarsonic
cid (MMA) were determined by hydride generation-atomic fluorescence spectrometry using a series of proportional equations. The method is
ased on a single extraction of the arsenic species considered from vegetables through sonication at room temperature with H3PO4 1 mol L−1

n the presence of 0.1% (w/v) Triton XT-114 and washing of the solid phase with 0.1% (w/v) EDTA, followed by direct measurement of the
orresponding hydrides in four different experimental conditions. The limit of detection of the method was 3.1 ng g−1 for As(III), 3.0 ng g−1 for

−1 −1
s(V), 1.5 ng g for DMA and 1.9 ng g for MMA, in all cases expressed in terms of sample dry weight. Recovery studies provided percentages
reater than 91% for all considered species in spiked samples of chards and aubergines. Total toxic As found in the aforementioned samples was
t the level of 90 ng g−1; As(III) is followed by As(V), DMA and MMA which are the main species of As in chards being As(V) the main As
ompound in aubergines.

2008 Elsevier B.V. All rights reserved.
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. Introduction

Arsenic is a toxic element to humans and it has been classified
y the International Agency for Research on Cancer (IARC) as
carcinogen to humans [1].

Arsenic is naturally found at low levels in air, soil, water
nd organisms. However, natural or anthropogenic sources have
roduced very high levels of arsenic in certain regions around the
orld [2,3]. As a result of several epidemiological studies carried
ut in endemic arsenic areas, drinking water is now considered
he main source of inorganic arsenic for humans [3,4]. Foods are
lso considered an important part of the arsenic intake as shown

or seafood [5,6], fish [7–9] and cereals [10,11].

There are only few reports of arsenic content in vegetables
rown in non-polluted soils [12–14] due to the lack of suffi-

∗ Corresponding author. Fax: +34 96 3544838.
E-mail address: M.Luisa.Cervera@uv.es (M.L. Cervera).

o
h
a
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(
v
�

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.12.018
iation; Ultrasound-assisted extraction; Vegetables

ient sensitivity of the available analytical tools. Helgesen and
arsen [12] compare the arsenic species present in carrots grown

n mixtures of arsenic-contaminated and uncontaminated soil,
hile Heitkemper and co-workers studied the arsenic species in

arrots [13], and in purée infant food products [14]. However,
ost of studies were carried out in terrestrial plants grown on

rsenic contaminated substrates [12,15–18].
Arsenic speciation in solid samples constitutes a challenge

ince the arsenic species must be first extracted from the matrix.
ild but efficient extraction conditions are required to ensure

omplete removal of arsenic compounds to be determined from
he matrix without modifying the identity and concentration
f individual species. In the literature a variety of methods
ave been applied for the extraction of arsenic from plants
nd vegetables, including microwave-assisted extraction with

.3 mol L−1 orthophosphoric acid [15], ethanol–water mixture
1 + 1) [16] or methanol–water (1 + 9) [12], accelerated sol-
ent extraction (ASE) with water [13], enzymatic attack with
-amylase followed by acetonitrile–water (40 + 60) extraction
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nder sonication [19], extraction with 2 mol L−1 trifluoroacetic
cid at 100 ◦C during 6 h [14], and water extraction by mechan-
cal shaking [18].

On the other hand ultrasound-assisted extraction has become
opular as a way for a fast solubilization of total extractive
rsenic [20] and for the elemental analysis of different materials
21].

Speciation of arsenic usually involves several steps such
s derivatization, separation and detection. Several analyt-
cal techniques have been applied involving separation by
iquid chromatography (LC) and detection by inductively
oupled plasma-mass spectrometry (ICP-MS) [12–14,18,19],
ydride generation-atomic fluorescence spectrometry (HG-
FS) [15,16] or graphite furnace atomic absorption spectrome-

ry (GF-AAS) [17].
Non-chromatographic methods of elemental speciation may

ffer cheaper, simpler, faster and more sensitive procedures than
hromatographic ones. Based on our previous studies in this
eld [9,22,23] the present work proposes a simple analytical
ethod that enables the speciation of arsenic by means ultra-

ound assisted extraction and quantification of As(III), As(V),
MA and MMA by HG-AFS.

. Experimental

.1. Instrumentation

A PS Analytical Millennium Excalibur (Kent, UK) atomic
uorescence spectrometer was employed for arsenic detection.
he system was equipped with an arsenic boosted discharge hol-

ow cathode lamp from Photron (Victoria, Australia), a specific

lter, a solar blind detector and a Perma Pure dryer.

Table 1 summarizes the experimental conditions employed
or the determination of As species in vegetable samples by
FS.

able 1
xperimental conditions for the non-chromatographic determination of total and
rsenic species in vegetables by HG-AFS

arameter Total As Speciation

avelength (nm) 197.3
rimary current (mA) 27.5
oost current (mA) 35
elay time (s) 10
nalysis time (s) 30
emory time (s) 30
Cl (mol L−1) 3.5 2 (A), 4 (B), 3.5 (C and D)
aBH4% (w/v) 0.7 1.4 (A and B), 1.2 (C and D)
r flow rate (mL min−1) 330
ir flow rate (L min−1) 2.5
arrier flow rate (mL min−1) 9
aBH4 flow rate (mL min−1) 4.5

–D correspond to special conditions for the determination of As fluorescence
n different sub-samples of a sonicated vegetable in order to obtain four indepen-
ent equations with four unknowns for the estimation of As(III), As(V), MMA
nd DMA. Conditions A–C means the use of different HCl and NaBH4 concen-
rations in the analysis of the extracts and D also includes a previous reduction
ith KI and ascorbic acid of the extract.

H
a
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M
u

a
F
F
o

(
A
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i
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s
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w

a 75 (2008) 811–816

An ultrasound water bath (Selecta, Barcelona, Spain) oper-
ting at 50 W power and 50 Hz frequency was employed for
ample sonication.

Other equipments used were a Cryodos lyophilizer Tel-
tar (Barcelona, Spain), a PL 5125 sand bath Raypa Scharlau
Barcelona, Spain) and a K1253 muffle furnace equipped with

Eurotherm Control 902 control program Heraeus (Madrid,
pain).

.2. Reagents, solutions and samples

All reagents used were of analytical grade and all solutions
ere prepared in nanopure water, with a minimum resistiv-

ty of 18.0 M� cm, obtained from a Milli-Q Millipore system
Bedford, MA, USA).

The 1000 mg L−1 As(V) standard solution was supplied by
erck (Darmstadt, Germany). An As(III) stock solution of

000 mg L−1 was prepared by dissolving As2O3 Riedel de Häen
Hannover, Germany) in 20% (w/v) KOH solution from Pan-
eac (Barcelona, Spain), neutralizing with 20% (v/v) H2SO4
nd diluting with 1% (v/v) H2SO4. The 1000 mg L−1 dimethy-
arsinic acid (DMA) stock solution was prepared from its
odium salt (CH3)2AsO(ONa)·3H2O Fluka (Buchs, Switzer-
and). The 1000 mg L−1 monomethylarsonic acid (MMA) stock
olution was prepared from CH3AsO(ONa)2·6H2O Carlo Erba
Milano, Italy). The 1031 mg L−1 arsenobetaine standard solu-
ion ((CH3)3As+CH2COO−) was obtained from the Community
ureau of Reference (BCR-626).

The 10 mg L−1 diluted stock solutions of As(III), As(V),
MA, DMA and arsenobetaine were prepared monthly and

tored in a refrigerator at 4 ◦C to preserve the chemical species.
For the ultrasound-assisted extraction 37% HCl Merck, 65%

NO3 J.T. Baker (Deventer, Holland), concentrated acetic
cid (>99.5%) Fluka, 85% H3PO4 Analar BDH Chemicals
Poole, UK), methanol 99.98% Sharlau, trifluoroacetic acid

erck and trichloroacetic acid Probus (Barcelona, Spain) were
sed.

A 0.1% (w/v) solution of the disodium salt of ethylenedi-
minotetraacetic acid Panreac, a surfactant agent Triton XT-114
einbiochimica (Heidelberg, Germany) and Antifoam A from
luka were also employed for the extraction and measurement
f As species.

A 50% (w/v) KI reducing solution from Merck and a 10%
w/v) ascorbic acid from Scharlau were employed to reduce
s(V) and MMA after extraction of As species.
Sodium tetrahydroborate from Fluka dissolved in

.1 mol L−1 NaOH, was used to generate the correspond-
ng As hydrides, previously to the AFS measurements. This
olution was prepared daily and filtered before use.

Argon C-45 (purity > 99.995%) was employed as carrier gas
nd synthetic air was used to dry the formed hydride. Both were
upplied by Carburos Metálicos (Barcelona, Spain).
.3. Reference material and samples

The certified reference material NIST 1573 Tomato leaves
as obtained from the National Institute of Standards and Tech-



alant

n
o

2

2

f
i
s
fi

2
d

o
2
w
m
[
s
t
o
(
u
i
s

2
v

i
t
t
w
r
a
c
h
m
s
K
w
i
fl
t
t
B
C
N

3

3
d

o

s
1
2
(

p
H
f
T
e
a
s
d
t

t
m
a
a
B
o
w
i
a
s

t
(
w
t
t
b

a
reported for carrots, cabbage, potatoes and shallots [15].

In the present study H3PO4 1 mol L−1 was selected as the
best extractant for the determination of toxic As in the studied
vegetables

Table 2
Study of the extractant agents for the arsenic determination in chards and
aubergines

Extractant Chards Aubergines

Arsenic extracted
(ng g−1)

Arsenic extracted
(ng g−1)

6 mol L−1 HCl 85 ± 3 81 ± 4
1 mol L−1 HNO3 75 ± 8 67 ± 3
1 mol L−1 acetic acid 61 ± 2 73 ± 3
1 mol L−1 H3PO4 92 ± 2 80 ± 3
Methanol:H2O 1:1 98 ± 1 87 ± 1
Aqua regia 81 ± 1 52 ± 3
2 mol L−1 trifluoroacetic acid 83 ± 3 92 ± 2
2 mol L−1 trichloroacetic acid 61 ± 1 68 ± 1
M.N.M. Reyes et al. / T

ology. Vegetable samples were purchased at the local market
f Valencia (Spain).

.4. General procedures

.4.1. Sample preparation
Chards and aubergines were cut into pieces with a knife and

rozen at −20 ◦C. Afterwards, they were freeze-dried for a min-
mum of 48 h at a chamber pressure of 0.05 mbar. The dried
amples were crumbled and pulverized with a mill. The resulting
ne powder was stored in a dessicator until analysis.

.4.2. Dry ashing mineralization for total arsenic
etermination in vegetable samples

Lyophilized samples (1 g ± 0.1 mg) were treated with 2.5 mL
f ashing aid suspension of 20% (w/v) Mg(NO3)2·6H2O and
% (w/v) MgO and 5 mL of nitric acid 50% (v/v). The mixture
as evaporated to dryness in a sand bath and mineralized in a
uffle furnace at 450 ◦C with a gradual increase in temperature

24]. The white ashes were wetted with 1 mL of water and dis-
olved with 9 mL of 10% (v/v) HCl; 3 mL of this solution were
ransferred to a 50 mL polyethylene tube as well as 8.75 mL
f concentrated HCl and 600 �L of the reducing solution 50%
w/v) KI and 10% (w/v) ascorbic acid. The volume was made
p to 30 mL with ultrapure water. Total arsenic was determined
n this solution by HG-AFS using the experimental conditions
hown in Table 1.

.4.3. Ultrasound-assisted extraction of toxic arsenic from
egetables

Portions of 1 g (±0.0001) powdered samples were weighed
nto 50 mL polyethylene tubes and 10 mL of the extractant con-
aining 0.1% (v/v) Triton XT-114 were added to each tube and
he obtained slurries were sonicated for 10 min. The extracts
ere separated by centrifugation at 3500 rpm for 10 min. The

emaining solids were washed with 10 mL of 0.1% (w/v) EDTA
nd they were centrifuged again for additional 10 min. In the
ase of trifluoroacetic acid and trichloroacetic acid slurries were
eated to 90 ◦C during 6 h and centrifuged [14]. The final
edium was fitted to the corresponding HCl concentration. One

ub-sample was prepared in a medium containing 1% (w/v)
I and 0.2% (w/v) ascorbic acid and the obtained solution
as let to react for 30 min before measurement in the exper-

mental conditions shown in Table 1. In fact for each extract,
uorescence measurements were made without an additional

reatment with 2 mol L−1 HCl and 1.4% (w/v) NaBH4 (condi-
ion A), with 4 mol L−1 HCl and 1.4% (w/v) NaBH4 (condition
), with 3.5 mol L−1 HCl and 1.2% (w/v) NaBH4 (condition
) and after reduction with 3.5 mol L−1 HCl and 1.2% (w/v)
aBH4 (condition D).

. Results and discussion

.1. Selection of the extraction conditions for toxic arsenic

etermination

A preliminary study was made to evaluate the best extraction
f inorganic As from lyophilized vegetables. Several extractants;

N
e
r
o

a 75 (2008) 811–816 813

uch as 6 mol L−1 HCl, 1 mol L−1 HNO3, 1 mol L−1 H3PO4,
mol L−1 acetic acid, aqua regia, 2 mol L−1 trifluoroacetic acid,
mol L−1 trichloroacetic acid and the mixture methanol:water

1:1) were evaluated.
In previous studies it was employed aqua regia for dairy

roducts [22] and diluted nitric acid for seafoods treatment [9].
ydrochloric acid has not oxidant behavior and in addition it

orms trichloride and pentachloride from As(III) and As(V).
he acetic acid and phosphoric acid were recently proposed as
xtractants in pressurized extraction systems and trifluoroacetic
cid has been employed for rice and infant food products analy-
is. Table 2 shows the obtained results in the present study for the
ifferent extractants evaluated for chard and aubergine samples
reatment.

Results for arsenic determination in aubergines show
hat the best extractants are HCl, H3PO4 and the mixture
ethanol:water. They give an extraction percentage of 100%

s compared with data found for total As after dry ashing. The
qua regia extracts 86% of total As while HNO3 only 80%.
y the way, with HCl and H3PO4 the concentration of As(V)
btained is greater than that of As(III) (results not shown), but
ith the mixture methanol:water the distribution of these species

s completely inverse, thus indicating some problems that could
rise from interconversion of species during the extraction
tep.

In the case of chards, any extractant give contents close
o the total arsenic determined after sample dry ashing
131 ± 4 ng g−1), thus, the extraction yield for methanol:water
as 75%, 70% for H3PO4 and 65% for HCl. The rest of extrac-

ants give extraction yields below 50%. It could be explained by
he presence of additional As species than those considered or
y an inefficient extraction of As(III), As(V), MMA or DMA.

On the other hand it has been found that As(III) and As(V)
re the main species in chards and aubergines as it has been also
ote: samples of 1 g were shaken at room temperature with 10 mL of the different
xtractants assayed for 10 min, and heated at 90 ◦C for 6 h in the case trifluo-
oacetic acid and trichloroacetic acid. Data of total As obtained after dry-ashing
f samples were 131 ± 4 ng g−1 for chards and 84 ± 3 ng g−1 for aubergines.
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.2. Strategy for the speciation analysis of As(III), As(V),
MA and DMA

In a previous study [9] it was observed that As(V) can react
ith NaBH4 with a lower reaction kinetic than As(III). So,

he signal produced by the pentavalent species, depend on the
ydride generation conditions and it represents around 50–70%
f that produced by the trivalent species [22]. The same was
bserved for DMA and MMA [9]. HG-AFS measurements of
tandards and samples were made at four different experimental
onditions which allows us to establish a set of four indepen-
ent proportional equations for the measurement of each sample,
eing the fluorescence intensity obtained in each case propor-
ional to the concentration of As(III), As(V), DMA and MMA as

(A) = 281.0[As(III)] + 264.9[As(V)]

+120.4[DMA] + 87.3[MMA]

(B) = 319.7[As(III)] + 269.5[As(V)]

+69.8[DMA] + 67.4[MMA]

(C) = 430.4[As(III)] + 306.6[As(V)]

+75.7[DMA] + 84.1[MMA]

(D) = 478.5[As(III)] + 431.4[As(V)]
+106.4[DMA] + 151.3[MMA]

The conditions chosen (A–D) are summarized in Table 1.
ondition A represents a maximum signal for MMA and DMA,
hile in condition C the maximum sensitivity is achieved for

T
f
a
a

able 3
etermination of toxic arsenic species in a chard sample by HG-AFS and recovery p

amples As(III) (ng g−1) As(V) (ng g−1) DMA (ng g−1

C1 89.2 14.7 4.3
C2 90.6 15.3 4.1
C3 90.1 14.2 4.1

C4 + As(III)a 184.4 13.9 4.0
C5 + As(III)a 185.6 13.4 4.1
C6 + As(III)a 187.5 13.0 4.1

C7 + As(V)b 90.5 113.5 3.8
C8 + As(V)b 90.0 113.2 3.9
C9 + As(V)b 89.7 114.0 4.0

C10 + DMAc 90.1 14.6 103.9
C11 + DMAc 88.8 13.6 104.0
C12 + DMAc 89.1 14.1 104.2

C13 + MMAd 90.6 14.1 4.0
C14 + MMAd 89.8 13.1 4.0
C15 + MMAd 90.7 13.5 4.0

ote: 1 g sample was shaken for 10 min at room temperature with 10 mL of 1 mol L−
hase washed with 0.1% (w/v) EDTA. AC1–AC3 correspond to different sub-sample
a AC4–AC6 correspond to different sub-samples spiked with addition of 100 ng g−
b AC7–AC9 correspond to different sub-samples spiked with addition of 100 ng g−
c AC10–AC12 correspond to different sub-samples spiked with addition of 108 ng
d AC13–AC15 correspond to different sub-samples spiked with addition of 111 ng
a 75 (2008) 811–816

s(III) and As(V). Condition B represents an intermediate
ehavior for all species and finally, in condition D a mixture
f KI/ascorbic acid was added before HG-AFS measurement in
rder to reduce As(V) and MMA.

This strategy was applied to chard and aubergine samples
or the determination of As(III), As(V), DMA and MMA.
ables 3 and 4 show the concentration data obtained of each
pecies in vegetables.

From data found on the natural content of the toxic species of
rsenic in vegetables it can be concluded that the main species are
s(III) and As(V) and at a minor level DMA (1.14–4.27 ng g−1)

nd MMA (1.19–3.72 ng g−1). In aubergines the principal specie
s As(V) and in chards As(III). It must be also noticed the
xcellent repeatability found between data corresponding to dif-
erent sub-samples of unspiked chards and aubergines. The total
oxic arsenic found correspond to 95 and 97% of total As deter-

ined after dry ashing of chards and aubergines, respectively,
ata which are in good agreement with the results reported for
reeze-dried apples with percentages between 73 and 91% [19],
or freeze-dried infant products (sweet potatoes, carrots, green
eans and peaches) where DMA and MMA were lower of the
ethod detection limit (10 ng g−1) [14] and for carrots where

o methylated arsenic species were found [12].

.3. Recovery experiments

100 ng g−1 of each one of the considered species were added
o chard and aubergine samples and results summarized in

able 4 shows that recoveries are approximately around 100%
or all the species considered in aubergines. In chards, As(III)
nd As(V) were recovered at 100% level and methylated species
t 92% level (see Table 3).

ercentages

) MMA (ng g−1) Sum of species (ng g−1) Recovery (%)

3.5 111.7
3.7 113.8
3.5 111.9

3.5 205.9 97.8 ± 0.8
3.9 206.9
4.0 208.6

3.8 211.6 99.0 ± 0.4
3.7 210.9
3.8 211.6

3.9 212.5 92.80 ± 0.15
3.9 210.5
3.9 211.5

104.0 212.7 90.71 ± 0.10
103.8 210.7
103.9 212.2

1 H3PO4 in the presence of 0.1% (w/v) Triton XT-114 and the remaining solid
s of unspiked chards.
1 of As(III).
1 of As(V).
g−1 of DMA.
g−1 of MMA.



M.N.M. Reyes et al. / Talanta 75 (2008) 811–816 815

Table 4
Determination of toxic arsenic species in aubergine sample by HG-AFS and recovery percentages

Samples As(III) (ng g−1) As(V) (ng g−1) DMA (ng g−1) MMA (ng g−1) Sum of species (ng g−1) Recovery (%)

B1 20.7 61.2 1.1 1.2 84.3
B2 20.6 61.0 1.2 1.2 84.1
B3 20.9 61.9 1.2 1.2 85.2

B4 + As(III)a 120.2 61.3 1.2 1.2 183.9 100.0 ± 0.6
B5 + As(III)a 120.5 61.2 1.2 1.2 184.1
B6 + As(III)a 121.7 60.4 1.2 1.2 184.6

B7 + As(V)b 20.8 160.2 1.2 1.2 183.3 99.53 ± 0.14
B8 + As(V)b 21.0 160.5 1.2 1.2 183.9
B9 + As(V)b 21.0 161.1 1.2 1.2 184.5

B10 + DMAc 20.3 59.6 109.4 1.2 190.5 100.0 ± 0.3
B11 + DMAc 20.8 59.5 109.1 1.2 190.5
B12 + DMAc 19.7 60.0 108.9 1.2 189.7

B13 + MMAd 20.4 59.9 1.1 111.5 193.0 99.7 ± 0.3
B14 + MMAd 20.7 60.6 1.1 112.2 194.6
B15 + MMAd 19.6 60.2 1.2 112.0 192.9

Note: extraction was made in the same conditions indicated in Table 3. B1–B3 correspond to different sub-samples of unspiked aubergines.
a B4–B6 correspond to different sub-samples spiked with addition of 100 ng g−1 of As(III).
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b B7–B9 correspond to different sub-samples spiked with addition of 100 ng g
c B10–B12 correspond to different sub-samples spiked with addition of 108 n
d B13–B15 correspond to different sub-samples spiked with addition of 111 n

.4. Interference of arsenobetaine

To guarantee the absence of degradation of non-hydride
eactive As compounds during sample extraction and HG-
FS measurement, 100 ng g−1 of arsenobetaine were added

o the samples (aubergines and chards) before the extrac-
ion procedure. Total toxic As results found were 90 ± 3 and
2.0 ± 1.8 ng g−1 for chards samples unspiked and spiked,
espectively; and 85.1 ± 1.1 and 87.0 ± 2.6 ng g−1 for aubergine
amples. So, it can be concluded that the difference between
he concentration of total arsenic in chards and the content
ound after the extraction process and the application of the
ystem of four equations could be due to the presence of organo-
rsenical species that do not generate hydride in the proposed
onditions.

By the way, samples of aubergines and chards were analyzed
or the determination of inorganic arsenic using an extraction
ith hydrochloric acid and chloroform and a back-extraction to

he aqueous phase [24]. The concentration of inorganic arsenic
ound in aubergine samples was 83.5 ± 1.1 and for chards
26 ± 3 ng g−1 which are of the same order than those obtained

y the proposed methodology. In short it can be concluded that
he extraction efficiencies obtained by the recommended proce-
ure are of the same order than those reported in the literature
or vegetables and terrestrial plants: 75–111% for carrots [13],

l
a
p
(

able 5
on-chromatographic arsenic speciation analysis of a certified reference material NIS

ample As(III) (ng g−1) As(V) (ng g−1) DMA (ng g−1) M

1 83.5 44.2 117.2 6.
2 87.1 46.8 121.8 6.
3 86.7 45.6 118.7 6.

a Extraction efficiency in relation to the certified value (0.27 ± 0.02 �g g−1).
As(V).
of DMA.
of MMA.

9–117% for freeze-dried apples [19], 70–102% for various
egetables [15] and 72–92% for rice straw [16].

.5. Speciation of As in a reference material

There are previous studies on inorganic As in CRM material
ut there is no data concerning to arsenic speciation in vegetable
eference materials. In the present work it was determined the
oncentration of As(III), As(V), DMA and MMA in a certi-
ed reference material NIST 1573 (tomato leaves) and results
btained (see Table 5) evidence that the sum of the considered
pecies compares well with the total As certified value. So, indi-
ating the absence of non-hydride reactive As and the accuracy
f the proposed procedure.

.6. Limit of detection of the method

Limit of detection values were calculated by dividing three
imes the standard deviation of the fluorescence signal of 10
eagent blanks by the slope of the calibration line, in the
est experimental conditions, for each arsenic species. The

imit of detection was also established for samples taking into
ccount the sample mass and dilution factor involved in the
roposed methodology. The lowest LOD corresponds to DMA
1.5 ng g−1); As(III) and As(V) have a similar LOD of 3.1 ng g−1

T 1573 (tomato leaves)

MA (ng g−1) Sum of species (ng g−1) Extraction efficiency (%)a

0 250.9 95 ± 2
0 261.8
5 257.4
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nd 3.0 ng g−1, respectively, whereas MMA gives 1.9 ng g−1. As
ompared with previous published papers these LOD values are
f the same order than those found by high-performance liq-
id chromatography with ICP-MS detection (between 0.6 and
.2 �g kg−1 [19], 5–10 ng g−1 [14], 6–12 ng g−1 [13]), and with
F-AFS detection (5–8 �g kg−1 [15]).

. Conclusions

It has been demonstrated that sonication of freeze-dried veg-
table samples with 1 mol L−1 H3PO4, at room temperature,
s an efficient toxic arsenic extraction procedure that does not

odify the original arsenic species. The non-chromatographic
trategy developed for the further determination of As(III),
s(V), DMA and MMA by HG-AFS offers a simple and fast

lternative procedure for the speciation analysis of toxic forms
f As in the studied samples which requires 30 min extrac-
ion and 30 min additional time for reduction of the extracts
efore the determination of As fluorescence in four differ-
nt experimental conditions. On the other hand it must be
aken into consideration that several samples could be treated
imultaneously with the subsequent improvement of sample
hroughput.

Good recoveries were observed for all studied arsenic species
s well as comparable results with an alternative extraction pro-
edure with chloroform and hydrochloric acid.

Taking arsenobetaine as model species for non-toxic and
on-hydride reactive forms, it can be concluded that no degra-
ation of complex arsenic forms occurs during the procedure.
lthough no adequate certified reference material is available

or the present work, 95% extraction yields as well as coherent
peciation results were obtained in the speciation analysis of a
egetable reference material certified for total arsenic.

Vegetable samples analyzed present total arsenic contents
elow the maximum limit permitted by the Spanish Legisla-
ion [25] but values found for inorganic arsenic (the more toxic
pecies) were close to the levels of total arsenic.

On comparing the proposed methodology with the classical
hromatographic approach it must be accepted that chromatog-
aphy offers a way for direct observation and quantification of
he different species of As present in an appropriate extract
n spite of the indirect estimation made in this study. How-

ver, chromatography also requires a previous extraction of As
pecies from solid samples and a careful control of extract pH
nd involves the use of additional instrumentation and extra
osts.

[

[
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bstract

A simple and rapid liquid chromatography tandem mass spectrometry (LC–ESI–MS–MS) confirmation method for the analysis chloramphenicol
CAP) in milk powder has been developed. Samples were extracted by using liquid–iquid extraction steps with ethyl acetate. Lipids were removed
sing hexsan. LC separation was achieved by using a Phenomenex Luna C-18 column and acetonitryle–water as a mobile phase. The mass
pectrometer was operated in multiple reaction monitoring mode (MRM) with negative electro-spray interface (ESI–). The four transitions were
onitored m/z 321 → 257, 321 → 194, 321 → 152, 326 → 157 (IS) and for quantification, the transition m/z 321 → 152 was chosen. Validation

f the method was done according to criteria of Decision Commission No 2002/657 EC. Validation includes the determination of specification,
inearity, precision (within- and between-day), accuracy, decision limit (CC�) and detection capability (CC�). Samples were fortified at CAP levels
.30, 0.45 and 0.60 �g/kg with CAP-5d as internal standard. The precision within-day (RSD%) was lower than 12% and accuracy (RE%) ranged

rom −9.8 to −3.7%. The precision between-day (RSD%) was less than 15%. The limit of decision (CC�) and detection capability (CC�) for milk
owder 0.09 and 0.11�g/kg. Value CC� and CC� were calculated for the 321 → 152 ion transition. This method has been successfully used for
outine analysis.

2008 Elsevier B.V. All rights reserved.
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. Introduction

Chloramphenicol (CAP) is a broad-spectrum antibiotic pre-
iously used in veterinary medicine. CAP has been included in
nnex IV Regulation 2377/90/EEC [1], which prohibits the use
f certain chemicals in food producing animals in EU and USA.
AP has displayed significant toxicological effects on humans
.g. aplastic anemia and hypersensitivity. The EU has set up
RPL (minimum required performance level) at 0.3 �g/kg for
AP in milk [2]. The Commission Decision 2002/657/EC [3]
ecessitates control of CAP residues in milk and milk products.

Methods for the determination of CAP in liquid milk rapid
nzyme linking immunosorbent assay (ELISA) and mass spec-

rometric in combination with gas chromatography or liquid
hromatography are currently used. ELISA method is suitable
or screening purposes whereas mass spectrometric methods are

∗ Corresponding author.
E-mail address: rodziewicz@wiw.bianet.com.pl (L. Rodziewicz).
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tilized for confirmation. The European inter-laboratory study
or screening of CAP in raw milk by ELISA test kits, shows
total false positive rate of 16.7% and a total false negative

ate of 2.2% [4]. GC–MS methods can provide definitive qual-
tative and quantitative results but require a derivatization step
f polar non-volatile analytes, such as CAP [5]. The combina-
ion of LC–ESI–MS–MS offers a rapid, simplified, specific and
ensitive alternative to GC–MS methods, without derivatization
6–9].

Very few methods LC–MS–MS have been published on anal-
sis residues of CAP in milk powder [4]. LC–ESI–MS–MS
ethod for quantitative and determination of residues of
AP in milk powder includes three basic step. First step

iquid-liquid extraction of CAP uses organic solvent. The
econd step removes lipids and the third one includes purifi-
ation on a solid-phase extraction (SPE) using different

orbents.

This paper describes the development of rapid method
or determination of the CAP residues in milk powder. The
rocedure involves single extraction of sample with ethyl
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Table 1
MRM transitions reactions monitored for CAP and internal standard CAP-d5

Compound Transition reaction (m/z) CE (eV)

CAP 321 → 152 18
321 → 194 14
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cetate followed by removal of lipids by hexane. No additional
lean-up (SPE) of the sample solution was performed. Extracted
AP was determined by LC–ESI–MS–MS equipped with two
osition valve cut-off. The method was validated according to
he decision 2002/657//EC.

. Experimental

.1. Reagents

Analytical standard chlorampenicol from Sigma–Aldrich,
euterated chloramphenicol-d5 (100 �g/ml in acetonitryle) was
sed as internal standard from Cambridge Isotope Laboratories
FSD-117-100, 98%), ethyl acetate, hexane LC grade, acetoni-
rile LC–MS grade and anhydrous sodium sulphate were from
aker. The water used was purified by a Milli-Q water purifica-

ion system from Millipore.

.2. Standard solution

A CAP standard stock solution of 1 mg/ml was prepared
y dissolving 100 mg CAP in 100 ml of acetonitrile and this
olution was diluted 50 times in acetonitrile obtaining interme-
iate standard solution of 20 �g/ml. A CAP working solution of
0 ng/ml was made by diluting stock solution with acetonitrile.
nternal standard of CAP-d5 was prepared by dissolving the
mpoule with 100 �g/ml in acetonitrile, which was adequately
iluted till a working solution of 3 �g/ml. The stock standard
olution kept at −20 ◦C was stable for 1 year. The working
olutions stored at 4 ◦C was stable for 3 months.

.3. Samples

The blank control samples of milk powder were col-
ected by the Poland Veterinary Public Health at inspection
oints. The samples of milk powder were stored at +4◦C until
nalysis.

.4. Sample preparation

5 g milk powder was fortified by internal standard 0.3 �g/kg.
ilk powder was dissolved in 25 ml water and the mixture was

laced in water bath at 40 ◦C and mixed for about 10 min until
homogeneous sample was obtain. 3 g of homogeneous sample
as weighed into a 25 ml centrifuge tube with 3 g sodium sulfate

nd 6 ml ethyl acetate was added. The mixture was vortexed for
min and centrifuged at 3500 rpm for 15 min at 4 ◦C. 4 ml of
xtract (ethyl acetate) was transferred to 10 ml tubes and evap-
rated to dryness under a stream of nitrogen using a heating
lock at 45 ◦C. The dry residue was redissolved in 1 ml ace-
onitrile and 2× 1 ml hexane was added. The sample was mixed
nd hexane phase was discarded. Samples were evoporated to
ryness under a stream of nitrogen using a heating block at

5 ◦C. The dry reasidue milk powder was redissolved in 0.4 ml
f mobile phase acetonitryl:water (50:50, v/v) and was filtered
hrough a 0.45 �m cellulose filter. Twenty �l was injected into
C–MS/MS.

c
o
i
T

321 → 257 14

AP-d5 (IS) 326 → 157 23

.5. Calibration curves

The calibration curves at five concentration levels were pre-
ared by spiking milk powder with CAP at the following
oncentrations: 0.0 (blank sample), 0.3, 0.45, 0.6 and 0.9 �g/kg.

fixed amount of internal standard CAP-d5 was added to all
amples. Calibration curves were obtained relating ratio CAP
rea (m/z 152)/CAP-d5 area (m/z 157) with CAP concentration
n �g/kg. Peak area ratios of the analyte to internal standard were
omputed using Analyst 1.4 software from Applied Biosystems.

.6. LC–ESI–MS–MS

LC analyses were performed on a Luna C18 column
150 mm × 2 mm i.d., 5 �m) (Phenomenex, Torrance, USA)
sing an Agilent 1100 series liquid chromatograph, equipped
ith a binary pump and an autosampler. The column was

hermostated at 40 ◦C. The mobile phase was water (A) and
cetonitryle (80:20; v/v). The linear gradient program was:
.0–0.1 min 80% A; 0.1–7.0 min 0.0% A; 7.0–7.3 min 80% A;
.3–20 min 80% A. Flow rate was set at 300 (l/min and the
njection volume was 20 �l.

MS analyses were performed on an API 3000 triple stage
uadrupole mass spectrometer (Applied Biosystems, Foster
ity, CA) equipped with a turbo-ionspray interface and two
osition microelectric valve. The LC flow was directed into the
S detector between 5 and 9 min using a valve cut-off (Valco

nstument Co.Inc. Huston TX, USA). The source block tem-
erature was set at 400 ◦C and the electrospray capilare voltage
as at −3500 V. The dwell time for each transition reaction
as set 200 ms, the declustering potential was set −91 V and

he entrance potential −10 V. Resolution was set for Q1 and Q2
t unit. Nitrogen was used as collision gas. MS detection was
erformed in negative mode using Multiple Reaction Monitor-
ng (MRM). The collision energy was optimized for each of the
orth MRM transitions reactions monitored throughout the LC
un. The MRM transitions and their collision energies (CE) are
hown in Table 1.

. Results and discussion

According to Commission Decision 2002/657/EC for the
onfirmation of banned substances a minimum of four identifi-

ation points were required. The four identification points were
btained using LC–MS/MS with one precursor and two product
ons. The presented research method detected three product ions.
hus the performance criteria for confirmation was fulfilled.
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The method was based on the validation according to the cri-
eria of the decision 2002/657/EC. According to these criteria,
alidation includes the determination of specification, linearity,
epeatability, within-laboratory reproducibility, accuracy, deci-
ion limit (CC�) and detection capability (CC�).

Specificity of the method was checked by the preparation and
nalysis of different 20 blank and spiked samples at 0.3 �g/kg
n order to investigate possible interference retention time. No
nterference was observed around the CAP retention time either
n milk powder in the samples. The retention time for CAP and
AP-d5 were 6.8 min. The signal-to-noise ratio for each diag-

ostic ion was >3:1. Typical chromatograms blank samples and
piked samples milk powder are shown in Fig. 1, respectively.

Response linearity was evaluated by calibration curves. The
alibration curves were prepared by using samples spiked milk

a
b
s
a

Fig. 1. MRM chromatograms of blank milk pow
lanta 75 (2008) 846–850

owder in the 0.0–0.9 �g/kg and were repeated on three different
ays. The calibration curves were linear. The mean linear cor-
elation coefficient (r) was higher than 0.998 with a weighting
actor of 1/x. and mean slope 3.05.

Precision within-day and accuracy were calculated from the
nalysis of blank spiked samples of milk powder at three lev-
ls 0.30, 0.45 and 0.60 �g/kg. The samples were analyzed by
he same instrument and the same operator. Six replicates were
btained for each concentration.

The precision (within- and between-day), were determined
y calculating the relative standard deviation (RSD%). The

ccuracy (relative error RE%) was calculated by the agreement
etween the measured and the nominal concentrations of the
piked samples. Results of precision within-day and accuracy
re presented in Table 2.

der and milk powder spiked at 0.1 �g/kg.
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Table 2
Precision (within-day) and accuracy in spiked milk powder (n = 6)

Level of spiking (�g/kg) 0.30 0.45 0.60
Average (�g/kg) 0.289 0.413 0.541
Precision (RSD%) 10.8 7.8 11.8
A

a
d
f

ccuracy (RF%) −3.7 −8.2 −9.8
A
m
c
c

Fig. 2. MRM chromatograms of milk po
lanta 75 (2008) 846–850 849

Precision between-day was calculated in spiked samples
t concentration of 0.3 �g/kg. They were analyzed on three
ifferent days (3 ×6), with the same instrument and the dif-
erent operators. RSD of the means contraction was 14.8%.

ccording to decision 2002/657/EC coefficient of variation from
ethod not expect the value calculated by the Horwitz. The

oefficient of variation should be as low as possible in the
ases.

wder containing CAP 0.48 �g/kg.
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The values CC� and CC� were determined by the matrix cal-
bration curve procedure according to ISO 11843. These limits
ere determined using six curves obtained at four levels 0.00,
.15, 0.30 and 0.45 �g/kg. CC� and CC� were calculated for
he 321 → 152 ion transition. The value CC� and CC� were
.08 and 0.10 �g/kg.

The proposed analytical method was tested incurred milk
owder. CAP was considered as positive identified in milk pow-
er when the retention time of the analyte should correspond to
he standard analyte from the spiked sample, with a tolerance of

2.5% and the peak area ratios of the various transitions reac-
ions have been according to the tolerances given in decision
002/657/EC. The peak area ratio m/z 152–257 and m/z 152–194
or standard samples and with their tolerances 0.72 ± 20% and
.40 ± 25%, respectively. Fig. 2 show chromatogram incurred
ilk powder sample. Average contraction of CAP (n = 6) was

.48 �g/kg with RSD 9.3%.

. Conclusion
This presented LC–MS/MS method is fast compared to the
ther presented methods. The sample preparation is simple and
as good precision and recoveries. The CC� and CC� for milk
nd milk powder are below the MRPL of 0.3 �g/kg. The valida-

[
[

[

lanta 75 (2008) 846–850

ion results are in accordance with the performance method of
he European Commission Decision 2002/657/EC. The method
as used for routine analysis of CAP in samples milk powder.
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bstract

In this paper we describe the strategy used in the development and validation of a near-infrared diffuse reflectance spectroscopy method for identi-

cation and quantification of ranitidine in pharmaceutical products (granulates, cores and coated tablets) at-line, with a fiber optic probe. This method
as developed in a pharmaceutical industry for routine application, to replace reference methods and was submitted and approved to the National
edicine Regulatory Agency (Infarmed). We consider that this is the first step of a broader parametric release approach to pharmaceutical products.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Near-infrared (NIR) is the region of the electromagnetic
pectrum that extends from about 780 to 2500 nm (or 12,800
o 4000 cm−1). Although it was discovered 200 years ago, it
as only in the past 30 years that its analytical potential has
een exploited. Near-infrared spectroscopy (NIRS) has become
idely used for a range of analyses in various industries [1].
The usefulness of this technique is mainly attributed to: (1)

ts capability for non-destructive analyses, no need of sample
reparation or reagents consumption; (2) its speed, economy
nd (3) accuracy and precision, among others [2].

Pharmaceutical applications of the NIR appeared in the late
960s, with the majority appearing in the last two decades [3].
owadays, NIR has found increased use in the pharmaceutical
ndustry. The most common application of NIR in the pharma-
eutical industry is the identification of raw materials [4,5], but in
he last decade it has proved its usefulness in other applications:
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1) the quantification of active drug compounds in several phar-
aceutical products (granulates, powders, tablets) with different

nalytical principles (i.e., reflectance and transmittance) [6–9],
2) the determination of moisture content [10], (3) for blend
omogeneity [11–13], hardness [14], film coating experiences
15,16], evaluation of particle size distribution [17,18], studies
ith polymorphic and crystalline forms [19,20]. Mention to
ear-infrared spectroscopy in the pharmacopeias is a proof of
cceptance of NIR methods based on pharmaceutical applica-
ions [21,22]. The development of a method for identification
nd quantification of active compounds in pharmaceutical prod-
cts has been described in previous papers. However different
roducts and different realities could mean different approaches.

There are several guidelines that must be taken into account
uring the development and validation of a NIR method
23,26,27]. These guidelines are not mandatory, but in order to
evelop a method that will be approvable by regulatory agencies,
t is important to follow the instructions and recommendations
herein.

The use of NIRS for quantitative purposes should involve

suitability test as first step, to find out if it is possible

o develop a calibration that allows the quantification of a
pecific parameter in the type of available samples. The next
tep is calibration development, which is done with a set of
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pectra from samples with known concentrations (performed
y the reference method), with a range wider than the product
pecifications range—at least 80–120% of the concentrations.
he samples should originate from different batches in order

o cover nominal variations, including physical properties,
oisture content, etc. [6,26]. Considering that a manufacturing

rocess is well established and give origin to homogeneous
amples with concentrations around the specified range, then
t is necessary to prepare samples outside that range to widen
ts calibration purposes. Those samples could be production
amples with out-of-specification results or laboratory samples,
hich could be prepared for instance by adding excipients
r active compounds to production samples. However, lab-
ngineered samples may sometimes introduce greater than
ominal variances in the samples properties and later on lead
o considerable errors on production samples prediction [6].

Once a calibration is developed and favorable predictions are
xpected, they must be validated to be accepted for routine use.
or external validation an independent set of samples is needed.
he external validation set may include only production sam-
les that are similar to those that are intended to be analysed,
ut they could also include samples with a wide concentration
ange like laboratory made samples, since they do not exceed
he extremes of the calibration range [7,26]. There are several
alidation parameters that must be determined in order to be
onsistent with the recommendations of International Confer-
nce of Harmonisation (ICH) and other guidelines: accuracy,
recision (repeatability and intermediate precision), specificity,
inearity and range of application [23–26].

The aim of this study is the development of an NIR method
hat allows the identification and simultaneous quantification of
n active compound (ranitidine) in granulates for compression,
ores (intermediate products) and coated tablets (final product),
t-line, with a diffuse reflectance fiber optic probe, for rou-
ine application in a pharmaceutical company, and to establish
relationship between that method and the parametric release

oncept.
Parametric release could be used as an alternative to routine

elease analysis of some specific parameters. According to the
uropean Organization for Quality (EOQ), parametric release is:
A system release that gives assurance that the product is of the
ntended quality based on the information collected during the

anufacturing process and on compliance with specific GMP
equirements related to parametric release” [28–30]. So, para-
etric release is based on evidence of successful validation of

he manufacturing process and review of the documentation on
rocess monitoring carried out during manufacturing to provide
he desired assurance of the quality of the product [28]. It is rec-
gnized that a comprehensive set of in-process tests and controls
ay provide greater assurance that the finished product is more

ikely to meet specifications than simple finished product testing
30]. Parametric release could be established by means of pro-
ess analytical test methods, such as spectroscopy techniques

ike near-infrared spectroscopy (NIRS) used in combination
ith multivariate analysis [29]. The concepts of parametric

elease and PAT (process analytical technologies) are related,
ince the introduction of a PAT approach is a mean to obtain

b
a
d
h

75 (2008) 725–733

arametric release. PAT is a system that intends to analyze and
ontrol manufacturing processes through timely measurements,
ith the goal of enhancing process understanding and final prod-
ct quality assurance [31].

In this work we try to demonstrate that monitoring the content
f an active substance by NIR during the manufacturing process
granulates and cores) and in the final step (coated tablets) could
eplace the end-product testing by reference method, with the
ssurance that the final product meets the specification criteria.

. Experimental

.1. NIR apparatus and software

Spectra were recorded on a Bruker Optics® spectrophotome-
er, model MPA, equipped with a Bruker Optics® reflectance
iffuse fiber optic probe. The calibration development and cross-
alidation were performed in the QUANT package of OPUS
oftware, version 4.2, from Bruker Optics®, and the computa-
ion of statistics and figures of merit for calibration validation
as done in Excel, version 2003, from Microsoft®.

.2. Calibration samples

The samples used in calibration development were produc-
ion and laboratory made samples. Production samples from
9 batches used were coated tablets with a theoretical unitary
eight of 650 mg and with 300 mg of ranitidine. Thirty lab-
ratory samples were prepared from granulates, and variable
mounts of the excipients mixture and of ranitidine were added,
n order to create an extended range (78.0–114.0%) of ranitidine
ontent for calibration development. These laboratory samples
ere thoroughly mixed in a vortex and by hand before recording
IR spectra. The standard deviation between replicates is very

ow, which proves sample homogeneity.

.3. Validation samples

The validation set of samples also combines production and
aboratory made samples. 124 production samples and 6 labo-
atory samples were used to predict the error of the developed
IR method.

.4. Recording of NIR data

Prior to the acquisition of the spectra, the tablet coating was
emoved, and only then and for the two sample types analysed
ere subject to grinding in a mortar to produce a fine powder.
his procedure allows the use of the same calibration for sam-
les from different manufacturing steps, with different physical
roperties like granulates and tablets, but with similar spectra as
hown in Fig. 1. Samples have a minimum weight of 2000 mg.
ix spectra were recorded for each sample, along the wavenum-

er range of 4000–12,000 cm−1, from an average of 32 scans
nd with an 8 cm−1 resolution. Spectra were obtained inserting
irectly the diffuse reflectance probe into the powder. As a hand-
eld probe this operation needs specially attention in order to be
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Fig. 1. NIR spectra for granulates and ranitidine tablets.

ure that the probe is immovable during the spectra acquisition.
n between samples the probe was cleaned with water humidified
aper.

.5. Reference method

The reference method used for the determination of the active
ompound (ranitidine) was the HPLC assay recommended by
he USP27 for ranitidine tablets [32]. The HPLC method was
erformed in an agilent series 1100 HPLC system. Two deter-
inations were made for each sample, and the average was used

s the reference value method for each sample.

.6. Calibration development

Several partial least squares (PLS) calibration models were
eveloped in order to obtain a suitable calibration. Calibrations
ere performed with the QUANT package in the OPUS 4.2
ruker optics® software.

During the analytical development of the calibration sev-
ral PLS models are tested. The number of PLS vectors used
s defined in the QUANT package as calibration model “rank”.
he first PLS vector shows the correlations between the compo-
ent values and the spectral intensities of the calibration spectra
33]. This kind of regression has the advantage that the PLS
actors are arranged in the correct sequence, according to their
elevance to predict the parameter values [33].

The statistics necessary to calibration development are auto-
atically given by the software [33].
The residual (Res) is the difference between the true and the

tted value. Thus the sum of squared errors (SSE) is the quadratic
ummation of these values for all samples (i):

SE =
∑

[Resi]
2

(1)

oot mean square error of estimation (RMSEE) is calculated
rom this sum, with M being the number of standards and R the

ank:

MSE =
√

1

M − R− 1
SSE (2)

t
w
s
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The determination coefficient (R2) gives the percentage of
ariance present in the true component values (yi), which is
eproduced in the regression. R2 approaches 100% as the fitted
oncentration values (ym) approach the true values:

2 =
(

1 − SSE∑
(yi − ym)2

)
× 100 (3)

All calibrations were performed with leave-one-out cross-
alidation, as a preliminary calibration test. This type of test
onsists in performing a calibration, leaving one sample out
nd predicting that sample with the calibration developed. The
lgorithm performs this stepwise until all samples have been left
ut and calculated by the calibration model. The software gives
he root mean square error of cross-validation (RMSECV) that
an be taken as the first criterion to decide about the predicting
ower of the method. In order to avoid calibration overfitting
nd underestimation of the true prediction error, which is
ften the result of a leave-one-out cross-validation, an external
alidation were performed, in a large data set of production
amples. By doing that we have obtained a calibration that is
ccurate and robust outside the calibration set.

MSECV =
√

1

M

∑M

i=1
(Differi)2 (4)

ith Differ being the difference between the true value, mea-
ured by the reference method and the predicted NIR value [33].

Spectral regions related to the sample chemistry were investi-
ated during calibration development to find out which of them
as more correlated to ranitidine content. Also all outliers spec-

ra were eliminated at this stage. During calibration development
he standard error of laboratory (SEL) was determined accord-
ng to the recommendations of EMEA’s NIR guidance [26]. SEL
s the error of the reference method, or an indication of its pre-
ision, and it was calculated for all the samples analysed in
uplicate by the reference method. Then the standard error of
rediction (SEP) was determined for each calibration model (Eq.
6)), and only for the external validation set of samples. The SEP
nd the SEL should be comparable values, and SEP should not
e larger than 1.4 × SEL. The formulas below were used for
EL and SEP determinations [26]:

SEL =
√∑m

i=1(x1 − x2)2

m
(5)

= number of samples; x1 − x2 = absolute value of the dif-
erence between values measured at different laboratory
onditions:

EP =
√∑n

i=1(yi − Yi)2

n
(6)

= number of samples; Y = NIRS predicted value; y = reference
ethod value.

Even though NIR guidelines [24–26] recommends a calibra-

ion range between 80.0 and 120.0% of the target concentration,
e have used a range between 78.0 and 114.0%, which was

ufficient to develop an appropriate and reliable method for the
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etermination of ranitidine content, as proved by the validation
esults described below. The concentration range used is suffi-
ient because the production samples which we intend to analyze
y NIR are very homogeneous from batch to batch, and its ran-
tidine content most be in the range 95.0–105.0%. A range up
o 114.0% is therefore sufficient to detect out-of-specifications
amples.

The choice of the best model was made taken into account all
hese parameters. Once the method was chosen, it was validated
y determination of the validation parameters recommended
y the guidelines: specificity, accuracy, precision, intermediate
recision, linearity, range and robustness [23,24,26].

. Results and discussion

.1. Quantitative analysis

Twelve PLS calibration models were developed. Six dif-
erent pre-processing techniques were tested and for each
ne, two spectral ranges (SR) were evaluated: (1) 4381 1–
106 cm−1 (SR1) and (2) 4258.2–4948.6; 5523.3–6314.0;
169.2–9175.9 cm−1 (SR2). For each calibration model the R2

nd the RMSEE were obtained, allowing a first evaluation of
he predictive ability of the model. Then the SEP (Eq. (6)) was
alculated for the external validation set of samples, and the
est model was chosen. Table 1 gives the statistical figures of
erit for each of the different models tested.
The chosen calibration model was the one with the lowest

EP value. This model uses multiplicative scatter correction
MSC) with mean centering as a pre-processing technique. MSC
erforms a linear transformation of each spectrum so that it best
atches the average spectrum of the whole set, and is often

sed for diffuse reflection spectra [33]. As said in Section 2, 89
amples were used, comprising 59 production samples and 30

aboratory made samples that covers a ranitidine content range
rom 78 to about 114%. Fig. 2 represents the calibration model,
ith NIR predicted values versus reference method values.

able 1
esults for the PLS calibration models developed in one and three spectral ranges

re-processing SP SR PLS factors R2 RMSSE SEP

SC 3 4 96.83 1.180 1.485
1 4 96.55 1.230 1.598

N 3 4 96.81 1.180 1.527
1 4 96.54 1.230 1.599

MN 3 4 94.39 1.570 1.654
1 4 96.78 1.190 1.604

irst
er + VN

9 3 4 95.96 1.330 1.768
1 4 95.79 1.360 1.787

irst
er + MSC

9 3 4 96.42 1.250 1.697
1 4 95.79 1.360 1.772

econd
er

9 3 4 90.32 2.060 2.824
1 4 91.90 1.880 2.696

P, smoothing points; SR, spectral ranges used; MMN, min-max normalization;
N, vector normalization; MSC, multiplicative scatter correction.

a
b
d
b
[

F

Fig. 2. NIR prediction values vs. reference method determinations.

The model uses four PLS vectors or components in the char-
cterization of sample spectra. Fig. 3 represents the scores for
he first and second principal component, showing that there
s no significant differences between tablet powdered samples
nd laboratory samples, since they are in the same cluster.
owever, laboratory samples have a noticeable highest vari-

nce among PC 1 score values. This happens probably do to
he extended ranitidine content range that these samples repre-
ent, and because the first PLS vector usually correlates with
he spectral intensities of the calibration spectra. This can be
een in Fig. 4, were it is possible to see that the differences
n PC 1 scores values are related with the ranitidine content
f the samples. Tablet powdered samples forms a more com-
act cluster because they are within the specifications range of
5.0–105%.

.2. Validation of the quantitative method

Since that there is not a standard procedure for validating
quantitative NIR method, the present method was validated
y determining several parameters usually recommended by
ifferent guidelines: specificity, accuracy, precision or repeata-
ility, intermediate precision, linearity, range and robustness
23,24,26].

ig. 3. PC scores plot from NIR spectra of tablets and laboratory made samples.
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tablets. Results are in Table 2.
ig. 4. Sample scores from first principal component vs. ranitidine content.

.2.1. Specificity
Specificity of a method is its capability to assess unequiv-

cally the analyte in the presence of other components, like
mpurities, degradation products or matrix components. Some
egulatory authorities prefer the term selectivity, reserving speci-
city for those procedures that are completely selective.

For NIR assays, like in this case, we consider that the speci-
city test must provide an exact result, which allows an accurate
tatement on the content or potency of the analyte in a spe-
ific sample—ranitidine content in granulates and powdered
ablets.

Method selectivity could be proved in first step after the
tudy of proportions and spectral analysis of the major com-
onents present in our ranitidine tablets formula. The tablets
ontain around 50% of ranitidine chloridrate and around 40% of
icrocrystalline cellulose (MCC). Fig. 5 represents the spectra

f these two components, and the spectrum of ranitidine tablets.
It is possible to observe that the spectrum of ranitidine tablets

esults from the high proportion of these two components. The
avenumber regions used in the calibration were compared with
he known bands of ranitidine, and to those of the excipients, to
rove that only bands of ranitidine were used in the calibration
odel. The spectral regions used are marked in Fig. 6. Besides

hat the loadings first factor used in the model, to check if they are

Fig. 5. NIR spectra of ranitidine tablets and its major components.

M

F
t

ig. 6. NIR spectra of ranitidine tablets and its major components. The dashed
ine marks the wavenumber regions used in the calibration, which contain rani-
idine bands.

sing the spectroscopic information of ranitidine, are depicted
n Fig. 7.

As to the specificity test of NIR quantitative methods, the
pproach used in this work considers the method’s selectivity
o measure ranitidine in a specific matrix—ranitidine tablets. So
he method should be selective to ranitidine and specific to a
nique matrix.

To prove the specificity of the method to granulates and pow-
ered tablets, the concept of Mahalanobis distance was used. The
ahalanobis distance is a measure of the similarity between the

nalyzed spectrum and the calibration spectra. This distance is
alculated for each calibration spectrum during the PLS calcu-
ation, and reported as safety threshold for each method. Spectra
f unknown samples can be analyzed with a high level of confi-
ence if the result for their Mahalanobis distance is within this
hreshold [33].

The prediction of ranitidine content by the method was made
n three spectra of several different samples: ranitidine chlo-
idrate, MCC, granulates and powdered samples of ranitidine
Table 2 shows that all raw-material spectra analyzed have a
ahalanobis distance much higher than the threshold defined

ig. 7. First loading factor used in the model, and NIR spectra of ranitidine in
he same spectral region.
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Table 2
NIR predictions to study method specificity for granulates and ranitidine tablets

Product NIR predictions Spectrum Mahalanobis distance Mahalanobis distance threshold Outlier

Ranitide
chlo-
ridrate

156.2 0.960 0.042 Yes
157.0 1.000
155.1 1.000

MCC 2448.7 7100
−3417.1 9200
10,589 110,000

Granulates 100.1 0.004 No
98.5 0.014
97.8 0.006

Tablets
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100.4 0.003
98.5 0.003
99.2 0.010

y the method (0.042). These spectra are considered outliers
ecause they are poorly represented by the calibration PLS vec-
ors. On the other hand, all the tablets spectra have a Mahalanobis
istance below the method threshold, showing that the method
s specific to these pharmaceutical products.

.2.2. Accuracy
The accuracy of an analytical method is the closeness of test

esults obtained by that method to the true values. The accuracy
f an analytical method should be established across its range
23].

To establish the accuracy of the NIR method developed a
aired t-test was performed between the NIR and reference
ethod. This t-test allows to check if the results between the
ethods were significantly different. Three determinations for

ach one of three samples were performed by NIR method and
y reference method. These three samples correspond to three
ifferent levels of concentration, within the methods range (see
able 3).

Before the paired t-test, a variance analysis test was made, to
erify if there are significant differences between the values of
he two methods, for each one of the samples. This test was the F-
est, performed in excel, through the data analysis tool, selecting
he F-test two sample for variance. Since, all samples presents

tatistically similar variances, the paired t-test was performed,
hrough the data analysis tool, selecting the t-test two-sample
ssuming equal variances.

able 3
esults for method accuracy test

etermination Sample 1 Sample 2 Sample 3

NIR Ref. NIR Ref. NIR Ref.

88.20 91.50 99.28 100.40 104.15 105.30
90.19 89.50 101.93 98.80 104.98 104.20
89.89 90.00 101.03 98.00 105.4 104.40

¯ 89.43 90.33 100.75 99.07 104.84 104.63
2 1.15 1.08 1.81 1.49 0.40 0.34
.S.D. 1.20 1.15 1.34 1.23 0.61 0.56

¯, average; S2, variance; R.S.D., relative standard deviation; NIR, NIR method
alues; Ref., reference method values.
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The acceptance criteria is defined by the formula: |texp| ≤ ttab,
nd the results, for a ttab value of 2.78 for P = 0.05 and two
egrees of freedom are represented in Table 4.

Because |texp| ≤ ttab, for all the samples, the results in Table 4
how that the accuracy of NIR method is comparable to reference
ethod.

.2.3. Precision
The precision of an analytical method is the degree of agree-

ent among individual test results when the method is applied
epeatedly to multiple samplings of a homogeneous sample [23].

Precision was measured as the degree of reproducibility or
f repeatability of an analytical method, under normal operat-
ng conditions, and measured also as the intermediate precision,
hat refers to within-laboratory variation measurements made in
ifferent days by different analysts or in different equipment in
he same laboratory.

.2.3.1. Repeatability. Repeatability was determined by mea-
uring the ranitidine content in granulates of a single batch, six
imes by the same analyst in the same day in the same equipment.
able 5 shows the results obtained, and as can be seen, the rel-
tive standard deviation (R.S.D.) obtained for the NIR method
1.26) was less than the obtained for the reference method (1.92),
lthough with comparable average values for both methods.

Likewise before, the variance analysis F-test was made, to
erify if there are significantly differences between the values
f the two methods. This test was performed once more in excel,
hrough the data analysis tool, selecting the F-test two sample for
ariance. The result obtained was F = 2.29, for an Ftab of 5.05.

ince F ≤ Ftab both methods have statistically similar variances.

.2.3.2. Intermediate precision. Intermediate precision was
etermined by measuring the ranitidine content, six times, in

able 4
esults for the paired t-test

Sample 1 Sample 2 Sample 3

exp 1.05 1.60 0.42

tab 2.78
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Table 5
Results for method repeatability test

Determination NIR Ref.

1 99.3 100.4
2 101.9 98.8
3 99.3 98.0
4 99.8 97.2
5 101.0 102.0
6 98.6 97.3

x̄ 100.0 99.0
S2 1.58 3.62
R.S.D. 1.26 1.92
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Table 7
Average results for samples used in linearity test

Sample NIR Ref.

1 79.5 78.3
2 89.4 90.3
3 100.7 99.1
4 104.8 104.6
5 116.2 115.3
6
7
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d
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¯ , average; S2, variance; R.S.D., relative standard deviation; NIR, NIR method
alues; Ref., reference method values.

he same sample, but in two different days, by two different ana-
ysts using the same equipment. Results obtained are shown in
able 6.

The dispersion degree calculated for the NIR method is lower,
or both analysts, than the calculated for the reference method,
hich proves once more the precision of the NIR calibration
eveloped.

A two-way analysis of variance (ANOVA) test was performed
o study the variability between the methods for two different
ays, and for two different analysts in the same equipment. No
ystematic source of error was found.

.2.4. Linearity and range
The linearity of an analytical method is its ability to elicit

est results that are directly, or by a well-defined mathematical
ransformation, proportional to the concentration of analyte in
amples within a given range. The range of an analytical method
s the interval between the upper and lower levels of analyte that
ave been demonstrated to be determined with a suitable level
f precision, accuracy, and linearity using the method as written
23].

To evaluate the linearity of the NIR method developed, a

egression line between the NIR and reference method has
een computed, in the range where the NIR calibration was
eveloped. In practice, the ranitidine content was measured in

able 6
esults for method intermediate precision test

etermination Analyst 1 Analyst 2

NIR Ref. NIR Ref.

99.3 100.4 101.2 100
101.9 98.8 100.3 97.7
99.3 98.0 101.1 100.5
99.8 97.2 102.4 100.4
101.0 102.0 103.4 98.1
98.6 97.3 101.2 98.7

¯ 100.0 99.0 101.6 99.2
2 1.58 3.62 1.21 1.49
.S.D. 1.26 1.92 1.08 1.23

¯, average; S2, variance; R.S.D., relative standard variation; NIR, NIR method
alues; Ref., reference method values.

F
s

100.0 99.0
101.6 99.2

IR, NIR method values; Ref., reference method values.

riplicate, on seven different samples of powdered tablets, with
ifferent concentrations. Results for each sample are shown in
able 7 and Fig. 8.

A linear regression test was performed between the two meth-
ds, and the agreement of results was evaluated by Eq. (7).

= bx+ a (7)

Being (y) the NIR predicted value, (x) the obtained reference
alue, (a) the intercept and (b) the slope values.

The regression equation is y = 0.9875 x + 0.3447, with a coef-
cient (R2) of 0.9921.

To be considered linear:

. The confidence interval associated to the intercept (CIa):
a ± Sat, must contain the zero value;

. The confidence interval associated to the slope (CIb): b ± Sbt,
must contain the number one;

Sa is the standard deviation of the intercept, Sb the standard
eviation of the slope and t the tabled value according to the
esirable confidence degree and N−2 degrees of freedom (N is
he number of sample determinations).

This test was performed in excel, through the data analysis
ool, selecting the regression test. Results obtained are:
CIa = [−9.758; 10.448] a associated error is 10.10

CIb = [0.886; 1.089] b associated error is 0.10

ig. 8. Regression line between NIR predictions and reference method mea-
urements.
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And the regression equation becomes:

y = (0.98 ± 0.10)x+ (0.34 ± 1010) (8)

The developed NIR method is therefore linear as compared
o the reference method, within the concentration range of the
alibration developed.

.2.5. Robustness
The robustness of an analytical method is a measure of its

apacity to remain unaffected by small but deliberate variations
n method parameters and provides an indication of its reliability
uring normal use [23].

The method development has been done along the manufac-
uring of 59 batches, which introduced many natural sample
ariability and robustness to the method. Besides that, the
ifferent kinds of samples included in the method developed
granulates, cores and tablets) have differences, even minor
ifferences, like different particle sizes, they also provide robust-
ess to the method.

The major factor that may affect the method robustness is
hose inherent to the equipment. To pass over that, all oper-
tional conditions are checked daily through an operational
erformance test, and the environmental conditions controlled
nd maintained stable.

The robustness of the method has been ascertained by com-
aring the results of the two methods over a period of time.
he external validation described next was performed on 130
ifferent manufacturing batches over a year period. Besides that
fter the acceptance of the proposed NIR method, 31 production
amples, from 21 different batches has been analyzed, with an
verage value of 0.81% relative to the reference value.

The results show that the method is thus quite robust com-
aratively to the reference method.

.2.6. External validation
The external validation was performed to obtain information

n the predictive ability of the generated calibration model. It
s a fundamental step to prove the accuracy and precision of
he method along time in daily laboratory routine, computing
he standard error of prediction (SEP). As acceptance criteria
EPNIR ≤ 1.4 × SEL, where SEL is standard error of laboratory
Eqs. (5) and (6)).

The obtained SEL value is 1.10, calculated from 74 cali-
ration samples, which determines the maximum SEP value of
.54.

The whole external validation set includes 687 spectra,
cquired from 130 different manufacturing batches of raniti-
ine tablets, which includes granulates for compression, cores
nd powdered tablets.

The value determined for SEP was 1.49, which proves once
ore the adequacy of the proposed NIR method.
.3. Identification

For identification tests, selectivity ensures the identity of
he analyte [23]. Going back to the validation parameter selec-
75 (2008) 725–733

ivity, it had been proved that the method is selective to
anitidine, and specific to the this ranitidine tablets, granu-
ates and cores, respectively, so the identification of ranitidine
s implicit, since the selectivity implicates the identity of the
nalyte.

Taking into account this principle, every time that a sample
s analyzed, and if it is not an outlier, it is a sample from the
ame kind of those that composes the model, which means that
he ranitidine spectral ranges used in the NIR method developed
re present in the sample analysed. The ranitidine content is
easured and simultaneously identified.

. Conclusions

The NIR method developed allows the identification and
imultaneous quantification of ranitidine in granulates for com-
ression, cores (intermediate products) and coated tablets (final
roduct).

Method selectivity has been proved, so ranitidine identifica-
ion is performed every time that a measurement is done, since
he selectivity ensures the identity of the analyte. The method is
ccurate, precise and linear in the concentration range studied,
o it is equivalent to the reference method, and could replace it
n routine analysis, as shown by the small SEP value obtained
n the NIR calibration external validation.

Ranitidine content is monitored and controlled during the
anufacturing process, which allows to check if the product
eets the specification criteria and also to assure its final quality.
his could be considered a PAT application, as multiple quality
ttributes of different nature are included in the NIR evaluation
nd can be seen as the first step to establish a parametric release
ystem, since it allows the real-time measurement, monitoring
nd control of critical quality parameters as it is the API content
n a solid dosage form.
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bstract

A rapid and specific HPLC method was developed and validated for simultaneous determination of diazepam and its main active metabo-
ites, desmethyldiazepam, oxazepam and temazepam in human plasma. Plasma samples were extracted using toluene. HPLC system included
ChromolithTM Performance RP-18e 100 mm × 4.6 mm column, using 10 mM phosphate buffer (pH 2.5)–methanol–acetonitrile (63:10:27, v/v)

s mobile phase running at 2 mL min−1. UV detector (λ= 230 nm) was used. The calibration curves were linear in the concentration range of
–800 ng mL−1 for diazepam and 2–200 ng mL−1 for the three metabolites (r2 > 0.99). The lower limit of quantification was 2 ng mL−1 for all

nalytes. Within and between-day precisions in the measurement of QC samples were in the range of 1.8–18.0% for all analytes. The developed
rocedure was used to assess the pharmacokinetics of diazepam and its main metabolites following single dose administration of 10 mg diazepam
rally to healthy subjects.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Diazepam (7-chloro-1, 3-dihydro-1-methyl-5-phenyl-2H-1,
-benzodiazepin-2-one) is a benzodiazepine (BZD) generally
sed as hypnotic, anxiolytic and muscle relaxant. Diazepam
DZ) is also routinely prescribed as the standard first-line
reatment for acute convulsions and prolonged status epilep-
icus [1]. It is metabolized by liver cytochrome P450s to
hree major active metabolites; N-desmethyldiazepam or nor-
iazepam (NDZ), oxazepam (OX) and temazepam (TZ), which
re conjugated and excreted mainly as glucuoronide in urine.
ig. 1 [2].

Diazepam is important in treatment of a variety of disorders
nd is also subject to abuse and for that reason identification of

iazepam in human biological fluids is very important for foren-
ic and clinical toxicology as well as pharmacokinetic studies.

∗ Corresponding author. Tel.: +98 21 66959056; fax: +98 21 66461178.
E-mail address: rouini@tums.ac.ir (M.-R. Rouini).
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Several methods for the analysis of BZDs have been
eported. A number of chromatographic methods, such as
hin-layer chromatography (TLC) [3], gas chromatography
4–6] and gas chromatographic–mass spectrometry (GC–MS)
7,8] have been used in the analysis of diazepam and other
,4-benzodiazopines. Several high-performance liquid chro-
atographic (HPLC) methods have also been reported for the

etermination of diazepam and other BZDs [9–13].
Since the three main metabolites of diazepam are active in

ivo, their determination is imperative for pharmacokinetic stud-
es. While numerous selective and sensitive methods have been
eveloped for assay of diazepam, so far only a few HPLC meth-
ds have been reported for the simultaneous determination of
he parent compound and its three active metabolites in serum
r plasma [14–18]. However, all of these methods have limita-
ions such as long run times and/or inadequate sensitivity. Long
un time in most of HPLC methods may be a result of lim-

ted flow rate applied to routine HPLC columns. This may be
esolved using recently developed monolithic HPLC columns
uch as ChromolithTM. These types of columns have a biporous
tructure which results in higher porosity compared to usual
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Diazepam, desmethyldiazepam, oxazepam, and temazepam

(10 �g mL−1) standards were prepared using human drug-
Fig. 1. Metabolic pathway of diazepam

olumns [13]. Therefore, they could be used with high flow
ates without significant loss of performance or other limita-
ions due to increased pressure. These columns therefore achieve
aster separation compared to conventional columns. Shorter
uns will usually result in better sensitivity. Hence, we decided
o develop an HPLC method using a ChromolithTM column for
uantitative determination of diazepam and its main metabo-
ites. The objective of this study was to reduce the duration
f analysis, while maintaining the resolution and sensitivity
equired for the detection of these compounds in their therapeutic
ange.

. Experimental

.1. Chemicals and reagents

Temazepam and N-desmethyldiazepam were purchased
rom Cerilliant (Austin TX). Standard diazepam, oxazepam
nd alperazolam used as internal standard (IS) were
indly supplied by Dr. Abidi Pharmaceutical Co. (Tehran,
ran). Acetonitrile and methanol were HPLC-grade and
hosphoric acid (85%) was analytical grade (Merck, Ger-
any).
.2. Apparatus and chromatographic condition

Low-pressure HPLC pump (K-1001) was connected to a UV
etector (K-2600) set at 230 nm (Knauer, Berlin Germany). A

f
c
c
f

chemical structure of its metabolites.

eodyne model 7725i injector with a 100 �L loop was used.
he data were acquired and processed by a ChromGate chro-
atography software (Knauer, Berlin, Germany).
A ChromolithTM Performance RP-18e 100 mm × 4.6 mm

olumn preceded by a ChromolithTM Guard Cartridge RP-18e
mm × 4.6 mm (Merck, Darmstadt, Germany) was used for
nalysis. Mobile phase consisted of 10 mmol L−1 phosphate
uffer (pH 2.5)–methanol–acetonitrile (63:10:27, v/v) which
as run through the column at flow rate of 2 mL min−1.

.3. Sample preparation

.3.1. Standard solutions
Diazepam, oxazepam and alprazolam with concentrations of

mg mL−1 were prepared separately in methanol. Intermediate
ooled stock standard of all compounds of 10 �g mL−1 were
repared using mobile phase as solvent. The solutions of all
ompounds were stored at 4 ◦C.

.3.2. Preparation of calibration standards
ree plasma obtained from healthy subjects as diluents. The
alibration curve was performed with standards of the final con-
entrations of 2–800 ng mL−1 for diazepam and 2–200 ng mL−1

or its metabolites in human plasma.



alanta 75 (2008) 671–676 673

2

l
5
E
o
(
a
d
a

2

e

t
7

(
t
w
n
t
r
e

2

U
w
o
(

3

3

3

i
n
A
p
N
r

3

s
p
t
T
f
T

F
o
d

i
r

3

p
(
r
o
r
o

3

i
c

3.2. Validation of the method

Method validation results are listed in Table 1.
M.-R. Rouini et al. / T

.3.3. Extraction procedure
The treatment of plasma samples was carried out by

iquid–liquid extraction (LLE). To 0.5 mL of plasma was added
0 �L alprazolam as internal standard (1 �g mL−1) in a 2 mL
ppendorf polypropylene tube and then extracted with 1.5 mL
f toluene. After vertical agitation (5 min) and centrifugation
10,000 rpm, 2 min), the upper organic layer was transferred into
conical tube and evaporated under a gentle stream of air. The
ried extract was reconstituted in 150 �L of the mobile phase
nd 100 �L of aliquot was injected onto the HPLC column.

.4. Method development and optimization

A number of parameters in composition of mobile phase were
xamined to determine the one(s) that give the best separation.

The pH of mobile phase was studied between 2 and 5.5 as
he safe pH range for the ChromolithTM columns was from 2 to
.5.

Starting from a mixture of phosphate buffer
10 mmol L−1)–acetonitrile (30:70), the percentage of acetoni-
rile in mobile phase was varied from 27 to 32 in combination
ith 10 mmol L−1 phosphate buffer. Using the best combi-
ation of acetonitrile–phosphate buffer as determined above,
he addition of methanol was further examined to improve
esolution of peaks. The effect of buffer concentration was also
valuated between 10 and 50 m mol L−1.

.5. Subjects

The study was approved by the ethics committee of Tehran
niversity of Medical Sciences. Four healthy male subjects
ere enrolled in the study and written informed consent was
btained from them. The subjects weighed between 65 and 78
73 ± 3.5) kg and aged 24–38 (26 ± 5) years.

. Result and discussion

.1. Optimization of chromatographic conditions

.1.1. Effect of pH
The effect of pH on retention times of analytes was studied

n the range of 2–5.5 (Fig. 2). As it is shown in Fig. 2, pH did
ot exert a significant change on retention times of OX, TZ and
LP. On the other hand, DZ and NDZ were highly affected by
H change. Moving from pH of 2–5.5, the retention times of
DZ and DZ increased from 1.5 and 3 min to 8.5 and 14.5 min,

espectively. The optimum separation was achieved at pH of 2.5.

.1.2. Percent acetonitrile in mobile phase
The plot of retention time versus percent of acetonitrile is

hown in Fig. 3. As it was expected, an increase in acetonitrile
ortion from 25 to 32%, shortened the overall run time from 12

o about 5 min and reduced the resolution between all analytes.
he order of peaks in 27–37% acetonitrile mobile phase changed

rom NDZ, DZ, OX, ALP and TZ to NDZ, OX, ALP, DZ and TZ.
he resolution between matrix peaks and NDZ was acceptable

F
M
2
t

ig. 2. Effect of pH on retention time of all analytes. Mobile phase: a mixture
f 10 mmol L−1 phosphate buffer–acetonitrile (70:30). DZ, diazepam; NDZ,
esmethyldiazepam; OX, oxazepzm; TZ, temazepam; ALP, alprazolam.

n the presence of 27% acetonitrile, while there was not suitable
esolution between oxazepam, alprazolam and diazepam.

.1.3. Percent methanol in mobile phase
An increase in methanol portion from 5 to 11% in mobile

hase, slightly increased the retention time of first analyte
NDZ), decreased the retention time of last analyte (TZ) and
educed the overall run time and finally better resolution was
bserved between oxazepam, alprazolam and diazepam. As a
esult, 10% methanol composition was chosen for optimal res-
lution (Fig. 4).

.1.4. Buffer concentration
As it could be observed in Fig. 5, there was no difference

n retention time of each analyte in various phosphate buffer
oncentrations.
ig. 3. Effect of percent of acetonitrile on retention times of all analytes.
obile phase: a mixture of 10 mmol L−1 phosphate buffer (adjusted to pH

.5)–acetonitrile. DZ, diazepam; NDZ, desmethyldiazepam; OX, oxazepzm; TZ,
emazepam; ALP, alprazolam.
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Table 1
Between and within-day precision, accuracy, and recovery for determination of diazepam, desmethyldiazepam, oxazepzm, and temazepam (n = 5)

Concentration (ng mL−1) Between-day variability Within-day variability Recovery

RSD (%) Accuracy (%) RSD (%) Accuracy (%) (%) RSD (%)

Diazepam 10 6.9 98.8 7.6 104.2 100.2 10.6
25 1.8 102.5 12.2 101.2 98.6 8.2
50 3.1 99.7 8.9 103.0 96.7 6.3

100 3.4 102.5 4.7 102.6 96.8 5.4

N-
Desmethyl
diazepam

10 15.5 91.0 13.2 89.9 95.4 12.3
25 11.3 104.7 12.7 95.5 96.7 10.2
50 6.2 100.9 13.6 94.1 94.3 9.7

100 2.4 100.0 4.1 101.8 90.4 6.7

Oxazepzm 10 16.9 100.9 7.5 81.6 60.5 10.5
25 6.3 110.2 8.7 108.3 62.4 14.3
50 11.7 102.4 9.4 114.5 52.6 12.6

100 2.9 96.8 7.7 97.3 63.7 8.9

Temazepam10 10.7 97.6 11.1 84.7 98.6 10.5
25 15.5 106.6 10.4 103.3 99.6 9.8

3
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50 9.7 99.4
100 18.0 106.7

.2.1. Recovery
Average recovery of each compound was determined by com-

aring chromatographic peak area obtained after injection of the
rocessed QC samples with those achieved by direct injection
f the same amount of drug in mobile phase at different concen-
rations (n = 5). The recoveries ranged from 90.4–100.2% for
DZ, DZ and TZ to 52.6–63.7% for OX. (Table 1).

.2.2. Accuracy and precision
Accuracy, between-day and within-day precisions of the

ethod were determined for each compound according to FDA
uidance for bioanalytical method validation [19]. Accuracy was
ssessed by analyzing known concentration samples (QC sam-

les) and comparing the measured values to the true values.
ive replicate spiked plasma samples were assayed between-
ay and within-day at four different concentrations (10, 25, 50
nd 100 ng mL−1) for each analyte. The concentrations were

ig. 4. Effect of percent of methanol on retention times of all analytes.
obile phase: a mixture of 10 mmol L−1 phosphate buffer (adjusted to pH

.5)–acetonitrile–methanol. DZ, diazepam; NDZ, desmethyldiazepam; OX,
xazepzm; TZ, temazepam; ALP, alprazolam.

l
2
m

F
p
(
t

10.5 92.6 95.3 7.8
5.2 115.1 95.6 6.3

alculated using calibration curves. Accuracy at four concentra-
ion levels ranged from 81.6 to 115.1% for all analytes. Within-
nd between-day precisions were 5.2–13.6% and 1.8–18.0%,
espectively (Table 1).

.2.3. Limit of quantification (LOQ)
The limit of quantification (LOQ) was defined as the lowest

nalyte concentration, which can be determined with an accu-
acy and precision of less than 20% [19]. LOQs were 2 ng mL−1

or diazepam and its metabolites. The LOQ values for the four
nalytes of interest are reported in Table 2.

.2.4. Linearity

Eleven point calibration curves for diazepam and its metabo-

ites on separate days were linear over the concentration range of
–800 ng mL−1 for diazepam and 2–200 ng mL−1 for the three
etabolites. The equations for means (n = 3) of the three stan-

ig. 5. Effect of buffer concentration on retention times of analytes. Mobile
hase: a mixture of phosphate buffer (adjusted to pH 2.5)–acetonitrile–methanol
63:27:10). DZ, diazepam; NDZ, desmethyldiazepam; OX, oxazepzm; TZ,
emazepam; ALP, alprazolam.
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Table 2
Limit of quantitation (LOQ) for diazepam, desmethyldiazepam, oxazepzm, and
temazepam (n = 5)

LOQ
(ng mL−1)

Between-day
RSD (%)

Accuracy (%)

Diazepam 2 5.9 81.2
N-Desmethyldiazepam 2 11.1 82.0
O
T

d
d
a
v
a
a
b

F
1
t
a
d

xazepzm 2 14.1 111.0
emazepam 2 7.5 88.5

ard curves were: diazepam, y = 0.0104x − 0.0074; desmethyl-
iazepam, y = 0.0142x + 0.0187; oxazepzm y = 0.0061x + 0.0037
nd temazepam, y = 0.0131x + 0.0043 (r2 = 0.9995). The RSD%

alues (slopes, intercepts) were (1.7, 5.2), (7.4, 1.3), (5.9, 9.7)
nd (11.3, 8.2) for diazepam, desmethyldiazepam, oxazepzm
nd temazepam, respectively. The intercepts for all above cali-
ration curves were not significantly different from zero.

ig. 6. Chromatograms of (A) blank human plasma, (B) plasma spiked with
00 ng mL−1 of diazepam (DZ), desmethyldiazepam (NDZ), oxazepam (OX),
emazepam (TZ) and alprazolam (IS), (C) plasma of the same person 2.5 h
fter oral administration of 10 mg diazepam (diazepam 155 ng mL−1, desmethyl-
iazepam 45 ng mL−1, and temazepam 20 ng mL−1.
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r
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ig. 7. Mean concentration–time profile of diazepam and its metabolites after
dministration of 10 mg oral dose of diazepam to four volunteers. DZ, diazepam;
DZ, desmethyldiazepam; OX, oxazepzm; TZ, temazepam; ALP, alprazolam.

.2.5. Selectivity and chromatography
The separation achieved using the experimental conditions

f the present assay for diazepam and its main metabolites are
resented in Fig. 6. Selectivity was indicated by absence of any
ndogenous interference at retention times of peaks of interest as
valuated by chromatograms of blank human plasma (control)
nd plasma spiked with four compounds. Retention times for
DZ, OX, ALP, DZ and TZ were 2.5, 3.3, 3.6, 4.5 and 5.0 min,

espectively.

.3. Application of the method

To demonstrate the clinical applicability of the assay, we
uccessfully used the method to quantitative diazepam and its
etabolites in plasma samples obtained from volunteers who
ere orally administered single dose diazepam tablets (10 mg)

Dr. Abidi Pharmaceutical Co., Iran).
Peripheral venous blood samples (5 mL) were taken from

ach volunteer by an indwelling catheter at predetermined
ntervals (0, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 2.0, 3.0, 4.0,
.0, 8.0, 10.0, 24.0, 32.0, 48.0 and 54.0 h after administra-
ion). Blood samples were collected in heparinized tubes.
lasma samples were separated after 20 min centrifugation
Labufuge, HC 121 Heraeus, Christ GMBH, Germany) and
ere stored at −20 ◦C until analysis. Plasma samples were

nalysed by the above-mentioned method. Cmax values of
iazepam, desmethyldiazepam, oxazepzm and temazepam were
10.8 ± 73, 63.0 ± 23.2, 10.3 ± 3.8 and 13.0 ± 0.7 ng mL−1,
espectively. The corresponding Tmax values for those analytes
ere determined to be 1.5 ± 0.4, 40 ± 9.2, 48.0 and 3.0 ± 0.1 h,

espectively. Plot of diazepam, desmethyldiazepam, oxazepzm
nd temazepam mean plasma concentrations as function of time
ollowing oral dosing is shown in Fig. 7.

. Conclusion
The aim of this study was to develop a selective method for
etermination of diazepam and its metabolites in human plasma.
rapid, selective, reproducible and easy to perform method was
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esigned. The principal advantages of this method were found
o be; use of a simple liquid–liquid extraction as part of the chro-

atographic procedure, shorter run time and better sensitivity
lower LOQ) in comparison with previously published routines.
he lower LOQ obtained in this study is very important in phar-
acokinetic studies, as the plasma concentrations of oxazepam

nd temazepam (∼10 ng mL−1) after a single 10 mg oral dose of
iazepam are much lower than the LOQ of previously published
ethods [14–18].
In conclusion, the method presented herein may be fully rec-

mmended for pharmacokinetic studies as well as therapeutic
rug monitoring.
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bstract

Different multiple regression methods including forward stepwise multiple linear regression (MLR), principal component regression (PCR) and
artial least squares (PLS) have been applied to the modeling of partition coefficient (lipophilicity) of bile acids and their derivatives by means
f 16 different descriptors obtained by using Alchemy package software and retention index RMo as an experimental estimation of lipophilicity.
etention indices for bile acids and their derivatives were determined by reversed phase high-performance thin layer chromatography on RP-18W
ounded stationary phase with methanol–water in different volume proportions as mobile phase. The results achieved concerning the prediction of
og P are highly significant and consistent with the molecular structure of the compounds investigated. The sum of absolute values of the charges

n each atom of the molecule, in electrons (SQ), the sum of absolute values of the charges on the nitrogens and oxygens in the molecule, in electrons
SQNO), specific polarizability of a molecule (SP), the third-order connectivity index (3χ) and molecular lipophilicity, seem to be dominant in
he partition mechanism. In addition, regression models developed have allowed a correct estimation of the partition coefficients of cholic acid
Log PHA = 2.93; LogP−

A = 2.02) as compared with reported experimental values (Log PHA = 2.02; LogP−
A = 1.1).

2008 Published by Elsevier B.V.
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. Introduction

Lipophilicity is the key parameter used in quantitative
tructure-activity relationships (QSAR), quantitative structure-
roperty relationships (QSPR) or quantitative structure-
etention relationships (QSRR) studies, for modeling the
iological and physicochemical properties of large classes of
hemical compounds [1–10]. In many cases, this molecular
arameter strongly correlates with the biological activity of
hemicals, as well as with other important physicochemical
roperties [11–15]. Studies on the relationship between chro-

atographic retention and structure (QSRR) are helpful not only

or the estimation of lipophilicity, but also to better understand
he biochemical and biophysical processes. For this reason, the
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sion method; QSPR

hromatographic method is a favorite tool having significant
dvantages in comparison with other physicochemical methods
ecause it is fast and relatively simple, only small amounts of
ompounds are needed, compounds should not be very pure
ecause they are purified during the chromatographic process,
he process is dynamic and can be easily modeled [16–18].

The logarithm of partition coefficient between n-octanol and
ater (Log P) is the most widely used parameter in chemistry,
harmaceutical chemistry, environmental toxicology and many
ther practical fields and can give accurate predictions of activ-
ty in complex biological system such as membranes or soils.
s a direct consequence from the magnitude of the Log P of a

ompound, one can infer its behavior through the cell membrane
nd other related events [1–3].

The interest concerning the role and exact mechanism of

ction of bile acids and their conjugates in living organisms has
ncreased considerably in recent decades. Bile acids play a criti-
al role in a multitude of biological processes such as digestion,
ecretion and the regulation of cholesterol metabolism: they are
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ignificant in the elimination of excess cholesterol and form as
nd products of cholesterol metabolism. Bile acids are natural
etergents that aid in the solubilization and absorption of fats,
atty acids and lipid soluble vitamins. All bile acids and their
onjugates form bile salts that are important in the formation
f mixed micelles that enhance diffusion through the unstirred
ayer of the small intestine [19–21]. At this moment the reported
xperimental data concerning the partition coefficients of bile
cids and their derivatives are incomplete and some of them
ppeared questionable. A carefully examination and the graph-
ng representation of available data have been showing a quite
ifference between partition coefficients of cholic acid and the
alues corresponding to its congeners (Table 2, bolded values).

In this study, different multiple regression methods including
orward stepwise multiple linear regression (MLR), principal
omponent regression (PCR) and partial least squares (PLS)
22–29] have been applied to the modeling of partition coeffi-
ient (lipophilicity) of bile acids and their derivatives by means
f 16 different descriptors obtained using Alchemy package
oftware and retention index RMo. Valuable multiple regres-
ion models have been developed using the experimental data
eported in the literature. Different validation procedures includ-
ng linear regression of original and predicted data and also the
raphing representation of partition coefficients corresponding
or both the protonated (Log PHA) and ionized (LogP−

A ) forms
f bile acids and their derivatives confirm the high quality of
odels and their predictive capability. The powerful predictive

bility of the models allowed the estimation of unknown parti-
ion coefficients for some bile acids and new derivatives and a
orrect prediction of partition coefficients for cholic acid.
. Experimental part

The chromatographic behavior of bile acids and their deriva-
ives presented in Table 1 was studied on RP-18W bounded

(
d
t
t

able 1
bbreviations of the bile acids and their derivatives studied in this paper

r. Crit. Compound Abbr

Lithocholic acid LC
Deoxycholic acid DC
Chenodeoxycholic acid CDC
Cholic acid C
Ursodeoxycholic acid UDC
Hyocholic acid HC
Hyodeoxycholic acid HDC
Glycochenodeoxycholic acid sodium salt GCD
Taurodeoxycholic acid sodium salt TDC

0 Glycocholic acid sodium salt GC
1 Glycodeoxycholic acid sodium salt GDC
1 Taurolithocholic acid sodium salt TLC
3 Taurochenodeoxycholic acid sodium salt TCD
4 Glycolithocholic acid GLC
5 Taurocholic acid sodium salt TC
6 3�,7�-Dihydroxy-12-oxo-5�-cholic acid 12-O
7 3�,12�-Dihydroxy-7-oxo-5�-cholic acid 7-Ox
8 3�-Hydroxy-7, 12-dioxo-5�-cholic acid 7,12-
9 7�-Hydroxy-3,12-dioxo-5�-cholic acid 3,12-
0 3,7,12-Trioxo-5�-cholic acid 3,7,1
5 (2008) 651–657

tationary phases. Solutions (0.1 mg mL−1) of each compound
ere prepared in methanol and 3 �L were spotted to origin

he plate by hand. Chromatography was performed in a normal
eveloping chamber at room temperature (∼20 ◦C), the devel-
ping distance being 8 cm. Methanol was used as the organic
odifier of the mobile phase in the concentration range 50–75%

v/v) in steps of 5%, as the studied compounds differed signifi-
antly in their retention.

After being developed, the dried plates were sprayed with
anganese chloride and heated to 100–120 ◦C for 10–15 min.
olored zones appeared on a colorless background and fluores-
ent blue-orange under UV lamp (λ= 365 nm).

The RM values of each compound were obtained using the
ell-known equation:

M = log

(
1

RF
− 1

)
(1)

The linear correlation between RM values and the concentra-
ion of the organic modifier in the mobile phase were calculated
eparately for each compound by using of the chromatographic
quation:

M = RMo + bC (2)

here C is the concentration of methanol in the mobile phase.
Mo and b values (related to the molecular lipophilicity) and

he correlation coefficients for Eq. (2) are shown in Table 2. As
sual, a high correlation between the two regression parameters,
he intercept RMo and the slope b in TLC Eq. (2) was observed

r = 0.9822). Also, in Table 2 are presented the experimental
ata of the partition coefficients corresponding for both the pro-
onated (Log PHA) and ionized (LogP−

A ) forms of bile acids and
heir derivatives, most reported in the literature [18,19,21].

eviation Position and orientation of hydroxyl and oxo-groups

3�

3�,12�

3�,7�

3�,7�,12�

3�,7�

3�,6�,7�

3�,6�

C Glyco-conjugate of CDC
Tauro-conjugate of DC
Glyco-conjugate of C
Glyco-conjugate of DC
Tauro-conjugate of LC

C Tauro-conjugate of CDC
Glyco-conjugate of LC
Tauro-conjugate of C

xo C 3�,7�,12-Oxo
o C 3�,12�,7-Oxo
Dioxo C 3�,7,12-Oxo
Dioxo C 7�,3,12-Oxo
2-Trioxo C 3,7,12-Oxo
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Table 2
TLC regression data and experimental partition coefficients of bile acids and
their derivatives studied in this paper

Compound RMo b R Log PHA LogP−
A

1 3.51 −4.71 0.9987
2 4.78 −6.01 0.9922 3.50 2.65
3 5.01 −6.29 0.9959 3.28 2.25
4 3.84 −4.99 0.9938 2.02 1.10
5 3.65 −4.73 0.9972 3.00 2.20
6 3.66 −4.77 0.9957 2.80 1.84
7 3.88 −4.98 0.9968 3.08 2.28
8 2.87 −3.96 0.9918 2.12 0.45
9 2.30 −3.54 0.9765

10 2.30 −3.45 0.9778 1.65 −0.40
11 2.90 −4.05 0.9760 2.25 0.80
12 2.12 −3.13 0.9182
13 2.27 −3.59 0.9671
14 3.39 −4.55 0.9956
15 2.29 −3.99 0.9798
16 3.11 −4.51 0.9977
17 2.99 −4.35 0.9972
18 3.71 −4.99 0.9943
1
2
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o
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t
t
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t
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c
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T
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1
1
1
1
1
1
1
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1
1
2

9 3.80 −5.09 0.9911
0 2.54 −3.58 0.9926

. Molecular descriptors

The molecular descriptors calculated with SciQSAR option
f the molecular modeling computer programs ALCHEMY
000 [30] were the following: the partition coefficient (Log P),
he first-order (1χ) and the third-order (3χ) connectivity index,
he zero-order (0χv) and the first-order (1χv) valence connec-
ivity index, the third-order shape index for molecule (3K�), the
iener (W) index based on the graph of the molecule, volume
V), molar mass (M), dipole moment (DM), molecular polar-
zability (MP), specific molar polarizability (SP), the largest
ositive charge over the atoms in a molecule, in electrons (Q+),

a

P
t

able 3
he descriptors computed for bile acids and their derivatives

ompound 1χ 0χv 1χv Log P V W 3χ M

1 12.75 17.62 11.65 6.04 385.14 1772 10.89 37
2 13.17 17.94 11.75 4.22 392.88 1901 11.47 39
3 13.16 17.94 11.74 4.25 391.96 1910 11.25 39
4 13.58 18.26 11.84 3.58 400.31 2045 11.83 40
5 13.16 17.94 11.74 4.26 392.32 1910 11.25 39
6 13.59 18.26 11.85 3.55 400.11 2060 11.89 40
7 13.16 17.94 11.74 3.99 392.52 1919 11.25 39
8 15.06 20.05 12.90 3.05 440.09 3011 12.40 44
9 15.86 21.90 15.05 3.27 468.44 3681 13.01 49
0 15.48 20.37 13.01 2.74 447.49 3187 12.98 46
1 15.07 20.05 12.92 2.94 440.55 2994 12.62 44
2 15.44 21.58 14.95 4.18 460.25 3486 12.43 48
3 15.85 21.90 15.04 3.24 467.48 3702 12.79 49
4 14.65 19.74 12.81 4.12 432.47 2824 12.04 43
5 16.27 22.21 15.14 3.13 475.80 3903 13.37 51
6 13.58 18.14 11.70 3.42 393.27 2045 11.83 40
7 13.58 18.14 11.69 3.47 393.39 2045 11.83 40
8 13.58 18.02 11.54 3.37 388.01 2045 11.83 40
9 13.58 18.02 11.54 3.36 386.76 2045 11.83 40
0 13.58 17.91 11.38 3.60 381.08 2045 11.83 40
5 (2008) 651–657 653

he largest negative charge over the atoms in a molecule, in elec-
rons (Q−), the sum of absolute values of the charges on each
tom of the molecule, in electrons (SQ) and the sum of abso-
ute values of the charges on the nitrogens and oxygens in the

olecule, in electrons (SQNO). The potential energy of each
olecule is minimized (geometry optimization) by the standard

echnique of the molecular mechanics method. The obtained
alues are presented in Table 3.

. Results and discussion

By reducing the number of features from 18 original descrip-
ors (including also the retention indices RMo and b) to three
rincipal components (latent variables) [31], the information
reserved is enough to permit a primary examination and evalu-
tion of the similarities and differences between descriptors on
ne hand, and bile acids and their derivatives on the other. The
ontribution of the first component represents 76.36% of the total
ariance and the second component 10.99%; a two component
odel accounts for 87.35% of the total variance. The first three

omponents reproduce almost 95% of the total variance and the
rst five even 99.13%, and the eigenvalues become negligible
fter the fifth component.

All the statements above are well supported by the 2D- and
D-representations of the scores and loadings. The projection
f the 3D-representation of loadings (Fig. 1) gives a more com-
lete pattern for descriptors and retention indices: it is clear, for
xample, that the majority of the descriptors considered in this
tudy form two well defined clusters: the first one includes 1χ,
χv, 1χv, 3K�, W, V, Q+, and the second one encompasses DM,
, 3χ, SQ and SQNO; Log P, RMo, and Q− appear more or less

s outliers.

The scatter plot of scores on the plane described by PC1 and
C2 (Fig. 2) shows interesting results. Four linear clusters appear

o be well defined and in a good agreement to the structure of

SP DM MP Q+
3K� SQ SQNO Q−

6.58 0.1118 3.00 43.08 0.244 3.21 3.76 1.02 −0.392
2.58 0.1113 2.50 43.72 0.244 3.22 4.33 1.41 −0.392
2.58 0.1115 2.14 43.72 0.244 3.31 4.33 1.41 −0.392
8.58 0.1108 1.48 44.35 0.244 3.31 4.89 1.81 −0.392
2.58 0.1114 2.18 43.72 0.244 3.31 4.33 1.41 −0.392
8.58 0.1108 1.92 44.35 0.244 3.31 4.99 1.80 −0.392
2.58 0.1114 3.46 43.72 0.244 3.31 4.33 1.41 −0.391
9.64 0.1109 2.70 48.82 0.273 4.36 5.70 2.10 −0.424
9.72 0.1129 5.49 52.87 0.294 5.02 5.65 2.07 −0.424
5.64 0.1105 3.52 49.46 0.273 4.33 6.27 2.49 −0.424
9.64 0.1108 4.34 48.82 0.273 4.24 5.70 2.10 −0.424
3.72 0.1135 5.48 52.24 0.294 5.07 5.08 1.68 −0.424
9.72 0.1131 5.27 52.87 0.294 5.16 5.65 2.07 −0.424
3.64 0.1114 3.54 48.18 0.273 4.27 5.14 1.71 −0.424
5.72 0.1125 5.27 53.51 0.294 5.10 6.21 2.46 −0.424
6.57 0.1114 4.12 43.80 0.244 3.23 4.69 1.78 −0.392
6.57 0.1114 2.78 43.80 0.244 3.23 4.70 1.78 −0.392
4.55 0.1115 5.30 43.25 0.244 3.15 4.50 1.75 −0.392
4.55 0.1118 4.92 43.25 0.244 3.15 4.49 1.75 −0.392
2.54 0.1120 6.42 42.70 0.244 3.06 4.30 1.72 −0.362
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ig. 1. PC1, PC2 and PC3 loading plot of the autoscaled all descriptors in Table 3
nd retention indices.

ompounds: one of them corresponds to the tauro-conjugates
right) the others include the group of glyco-conjugates (in
he middle) and oxo-derivatives and bile acids, respectively
left). We have also to point out some very close pairs of com-
ounds, including for instance cholic acid (C) and hyocholic
cid (HC).

On the other hand, we have to remark the relative high dif-
erence between the partition coefficients of cholic acid and, for
xample, hyocholic acid, the closest congener. The questionable
alues of cholic acid are well supported by graphing Log PHA

ersus LogP−

A ; where cholic acid appears clearly as an outlier
Fig. 3).

ig. 2. PC1, PC2 score plot of the autoscaled all descriptors in Table 3 and
etention indices.
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erivatives (LogP−
A vs. Log PHA).

In order to describe the relationship between Log P values
f protonated (Log PHA) and ionized (LogP−

A ) bile acids and
heir derivatives and the calculated structural parameters, includ-
ng retention indice RMo, a multivariate regression analysis was
erformed. By applying forward stepwise regression analysis,
igh-quality regression equations were obtained in both cases:
ncluding the experimental values for cholic acid in the model
Eqs. (1) and (2)) and without these values in the model (Eqs.
3) and (4)).

ogPHA = −6.89 − 3.70SQON + 0.93χ3,

n = 9, R2 = 0.8902, F = 24, s = 0.245 (1)

ogP−
A = 129.24 − 11.79SQON + 2.45χ3 − 0.23V

+ 4.61SQ + 0.07W − 715.87SP + 0.03RMo,

n = 9, R2 = 0.9999, F = 1, 540, 000,

s = 0.0009 (2)

ogPHA = −2.49 − 1.38SQ + 0.95χ3 + 0.22RMo,

n = 8, R2 = 0.9947, F = 251, s = 0.061 (3)

ogP−
A = 13.69 − 0.09M + 0.25V − 0.008W

+ 0.14RMo − 514.24SP − 0.12 LogP,

n = 8, R2 = 0.9999, F = 3331, s = 0.020 (4)

here n is the number of compounds in the prediction model,
2 the determination coefficient, F the F-test value, and s is the
tandard error of estimates. The F and corresponding p values of
ll the equations are highly significant having high determination

oefficients and small s values, with special remark in both cases
f LogP−

A .
The results suggest also that the most significant descriptors

re SP and SQ, i.e. the electronic parameter and the shape (3χ,
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Table 4
The estimated values of Log PHA and LogP−

A for bile acids and their derivatives by MLR, PCR and PLS

Compound Abbreviation Experimental values Estimated by MLR Estimated by PCR Estimated by PLS

Log PHA LogP−
A Log PHA LogP−

A Log PHA LogP−
A Log PHA LogP−

A

2 DC 3.50 2.65 3.48 2.65 3.50 2.69 3.50 2.69
3 CDC 3.28 2.25 3.32 2.45 3.28 2.22 3.28 2.22
5 UDC 3.00 2.20 3.03 2.20 3.00 2.16 3.00 2.16
6 HC 2.80 1.84 2.73 1.85 2.80 1.82 2.80 1.82
7 HDC 3.08 2.28 3.08 2.28 3.08 2.33 3.08 2.33
8 GCDC 2.12 0.45 2.06 0.47 2.12 0.49 2.12 0.49

10 GC 1.65 −0.40 1.70 −0.41 1.65 −0.38 1.65 −0.37
11 GDC 2.25 0.80 2.27 0.79 2.26 0.74 2.26 0.73
12 TLC 2.77 −2.99 0.49 −3.27 0.51 −3.13
13 TCDC 2.37 −4.04 0.10 −3.89 0.12 −3.74
14 GLC 2.61 1.24 2.61 0.99 2.61 0.98
15 TC 2.15 −4.72 0.02 −4.26 0.04 −4.14
16 12-Oxo C 2.96 0.10 2.27 1.01 2.28 1.05
17 7-Oxo C 2.93 0.15 2.29 1.08 2.29 1.12
18 7,12-Dioxo C 3.35 −0.99 2.43 1.14 2.43 1.18
19 3,12-Dioxo C 3.39 −1.45 2.14 0.53 2.15 0.60
20 3,7,12-Trioxo C 3.37 −2.99 1.42 −0.53 1.43 −0.45

1 LC 3.43 2.57 3.42 2.43 3.42 2.39
9 TDC 2.59
4 C 2.02 1.10 2.84

Table 5
Values of root mean square (RMS)

Training data Including cholic data Without cholic data

PCR PLS PCR PLS

Log PHA 0.270 0.262 0.011 0.011
LogP− 0.302 0.296 0.114 0.120

V
R
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a
Table 4.

In order to compare the MLR, PCR and PLS predictive mod-

F
c

A

, W) of the molecules. The chromatographic retention index
Mo and the calculated Log P have also a significant contri-
ution.

The prediction values for cholic acid were much higher in
oth cases (in the first case Log PHA = 2.43 and LogP−

A = 1.1,
nd in the second case Log P = 2.84 and LogP− = 2.06,
HA A
espectively). All the predicted values by MLR are presented
n Table 4.

e
a

ig. 4. Linear regression between predicted and experimental values of partition co
holic acid values (i) and without cholic acid values (w) in the model: (a) Log PHA; (
−3.54 0.38 −3.41 0.39 −3.27
2.06 2.93 2.01 2.93 2.00

For PCR and PLS methods, the original 16 descriptors and
etention index RMo were used for the selection of the optimum
umber of factors using the cross-validation procedure. The pre-
iction error was calculated as a root mean square (RMS) error
ccording to [32]. The results of RMS were minimized in the
ase of the first two factors for both PCR and PLS, when the
xperimental values of cholic acid were included in the training
et, and six factors for both PCR and PLS without the exper-
mental values of cholic acid in the model as it is shown in
able 5. The prediction values for cholic acid were much higher

n both cases: the values predicted by PCR were Log PHA = 2.93
nd LogP−

A = 2.01 and in the case of PLS, Log PHA = 2.93 and
ogP−

A = 2.00, respectively. All the predicted values by PCR
nd PLS without cholic acid in the model are also presented in
ls, linear regression was applied considering the experimental
nd the predicted values of both partition coefficients. Good

efficients of bile acids and their derivatives obtained by using MLR including
b) LogP−

A .
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Table 6
Statistical parameters to evaluate linear relation between observed and predicted partition coefficients considering all three multiple regression methods (MLR, PCR
and PLS)

Statistical
parameter

Including experimental values of cholic acid in the training data Without the experimental values of cholic acid in training data

MLR PCR PLS MLR PCR PLS

Log PHA LogP−
A Log PHA LogP−

A Log PHA LogP−
A Log PHA LogP−

A Log PHA LogP−
A Log PHA LogP−

A

R2 0.8902 0.9999 0.8665 0.9351 0.8747 0.9377 0.9947 0.9983 0.9999 0.9983 0.9999 0.9983
F 57 75 × 106 45 101 49 105 1129 3481 16 × 104 3481 15 × 104 3472
p 0.0001 0.0000 0.0003 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
s
a
a

c
c
t
e
i
s
o
t
s
t

t
t
o
a
o
i

F
i

F
a

0.214 0.0003 0.233 0.271 0.227 0.265

0 0.289 0.000 0.352 0.095 0.330 0.091

1 0.890 1.000 0.867 0.935 0.875 0.938

orrelations between the observed and the predicted partition
oefficients of the three methods were found when experimen-
al cholic acid values were eliminated from the model as it is
asy to observe in Table 6 and Figs. 4 and 5. In all cases, the
ntercept a0 is statistically zero (t-test) and the slope a1 is not
tatistically different from 1 (t-test). As a direct consequence,

ne can conclude that all straight lines are parallel and pass
hrough the origin. In addition, high F values and very small

values were obtained in all cases with a special remark in
he case of PCR and PLS, which appear to be the most effec-

a
b
s
P

ig. 5. Linear regression between predicted and experimental values of partition co
ncluding cholic acid values (i) and without cholic acid values (w) in the model: (a) L

ig. 6. Scatterplot of all partition coefficients of bile acids and their derivatives (LogP
nd estimated by PCR and PLS.
0.050 0.049 0.004 0.049 0.004 0.049
0.014 0.000 0.000 0.002 0.000 0.003
0.995 1.000 1.000 0.998 1.000 0.998

ive for the estimation of partition coefficients of bile acids and
heir derivatives. The estimated values of partition coefficients
f cholic acid using PCR and PLS seem to be more reliable
nd consistent with the chemical structure and other findings
btained in this study. This statement is very well supported and
llustrated in Figs. 6 and 7 where it is easy to observe that cholic

cid joins its congeners. The strong linear correlation obtained
etween experimental values of Log PHA and LogP−

A is very
imilar when estimated values of other compounds by PCR and
LS were considered.

efficients of bile acids and their derivatives obtained by using PCR and PLS
og PHA; (b) LogP−

A .

−
A vs. Log PHA): (a) experimental and estimated by MLR and (b) experimental
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[29] C. Sârbu, B. Tiperciuc, J. Planar Chromatogr. 19 (2006) 342–347.
[30] http://www.tripos.com.
ig. 7. Scatterplot of experimental partition coefficients of bile acids and their
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. Conclusions

The correlation obtained between partitions coefficients and
tructure descriptors for bile acids and their derivatives is highly
ignificant, therefore they can be used to predict the values of
ther members of the series. By comparing the multivariate
egression methods used in this study, PCR and PLS appeared to
e the most effective in predicting partition coefficients for the
tudied compounds. The high predictive ability of both QSPR
odels enabled the correction of cholic acid partition coef-
cients. The results suggested also that the most significant
escriptors are specific molar polarizability and the sum of abso-
ute values of the charges on each atom of the molecule, i.e. the
lectronic parameter and the shape (molecular volume, the third-
rder connectivity index and the Wiener index) of the molecule.
he chromatographic retention index and the calculated Log P
ad also a significant contribution.
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bstract

Trace amounts of diuretics were determined in human urine by hollow fiber liquid-phase microextraction (LPME) combined with liquid
hromatography–electrospray ionization–tandem mass spectrometry (LC–ESI–MS/MS) in this study. Chromatography was performed on a C8

eversed-phase column. A 25 �L n-octanol was used to extract analytes in urine. Extraction was optimized using a pH 2 solution spiked with
.15 g/mL NaCl for 40 min at 40 ◦C with 1010 rpm stirring. The limits of detection of diuretics in urine were 0.3–6.8 ng/mL, and linearity range

as 1–1000 ng/mL. Recoveries of spiked 50 ng/mL diuretics were 97.7–102.5%. The intra-day precision and inter-day precision were 3–18% and
–21%, respectively. The diuretics concentration profiles in patient urine were also determined. The results of this study reveal the adequacy of
PME–LC–MS/MS method for analyzing diuretics in urine and quantification limits exceed World Anti-Doping Agency requirements.
2007 Elsevier B.V. All rights reserved.
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. Introduction

As therapeutic agents used to eliminate tissular liquids or
nhance renal excretion of salt and water, diuretics are often
sed for treating congestive heart failure, hypertension, liver,
idney disease and lung disease [1,2]. Their effectiveness in
ater removal has led to misuse of diuretics by athletes attempt-

ng to reduce body weight. Diuretics have also been used to avoid
etection of doping agents by diluting urine to reduce their con-
entration. Diuretics may also imbalance the thermoregulatory
ystem, causing exhaustion, irregular heartbeat and ultimately
eart failure or death [3]. Therefore, the Medical Commission of
he International Olympic Committee (IOC) included diuretics
s a banned substance since 1986 [4].

Diuretics drugs are available in several classes varying struc-
ures and physicochemical properties. The pKa value of diuretics

s 2.8–9.5 and log P (octanol–water partition coefficient) value
s −0.071 to 3.376 [5–7]. Effective methods of identification
iuretics are vital for clinical research and doping control.

∗ Corresponding author. Tel.: +886 4 2285 1716; fax.: +886 4 2286 2547.
E-mail address: mrlee@dragon.nchu.edu.tw (M.-R. Lee).
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pectrometry; Urine

harmacokinetic studies of urine samples after a single dose
ave shown that most diuretics are essential unchanged when
xcreted. Hence, procedures for screening diuretics in urine
an be designed to detect the suspected parent compound.
any techniques have been developed for determining diuret-

cs in human urine. High-performance liquid chromatography
HPLC), capillary electrophoretic (CE) or micellar electroki-
etic capillary chromatography (MEKC) with UV or photodiode
rrays detection (DAD) [8–14] were used widely. However,
hese methods suffer from significant interferences in urine
amples matrix and offer limited qualitative information. Gas
hromatography–mass spectrometry (GC–MS) can confirm the
tructure of diuretic compounds [15–18]. However, diuretics
annot be analyzed by GC without derivatization procedures
or most substances containing polar functional groups. Gen-
rally, methylation or silylation derivatization procedures are
ime-consuming and unsuitable for some diuretics. For detecting
olar substances and identifying analytes from complicate urine,
iquid chromatography–mass spectrometry/mass spectrometry

LC–MS/MS) [19–21] has been proved to be sensitive, rapid
nd without doing any derivatization.

Sample extraction clean-up from sample matrix and concen-
rate trace amounts of analyte are essential aspects of analysis.
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iquid–liquid extraction (LLE) [9–15,20] and solid-phase
xtraction (SPE) [18,19,21] are the most common methods of
reconcentration and clean-up. Solvents used for LLE and SPE
ormally require evaporation to concentrate and reconstitution
f the sample for subsequent LC analysis. These steps are tedious
nd time-consuming and may cause loss of analytes. However,
he major drawback in both techniques is the large amount of
rganic solvent consumed.

Hollow fiber liquid-phase micrextraction (LPME), a fast,
imple, inexpensive, less solvent sample preparation and dis-
osal method has been devised to extract analytes from water and
iologic fluids [22–38]. This method employs a membrane as an
nterface between the sample solution (donor) and the organic
olvent (acceptor), which avoids mixing of the two phases and
ther problems encountered in classical liquid–liquid extraction.
he advantages of LPME are single step enrichment/clean-up,
ery low organic solvent consumption and low cost.

In this study, a hollow fiber LPME method was used to extract
race diuretics in urine samples. The analytes were analyzed
y LC–MS with selected reaction monitoring (SRM) mode.
he optimized parameters affecting LPME extraction efficiency

ncluding extraction temperature, extraction time, pH value of
ample solution and ion strength were evaluated. Detection lim-
ts, linear ranges and precision of the technique as well as the
easibility of applying the proposed method in patient urine were
tudied.

. Experimental

.1. Chemicals and reagents
An HPLC-grade of acetonitrile was obtained from TEDIA
ompany (Fairfield, OH, USA), and methanol was purchased

rom Merck Company (Darmstadt, Germany). Analytical grade
ormic acid, ammonium formate, acetic acid, ammonium acetate

b
t
fi
t

Fig. 1. The structure
ta 75 (2008) 658–665 659

nd glycerine were also obtained from Merck. Sodium hydrox-
de (99%), n-octanol, toluene, cyclohexane and sodium chloride
99.8%) were purchased from Riedel-deHäen Company (Seelze,
ermany). Hydrochloric acid (36.5%) was from Fisher Scien-

ific Company (Fair Lawn, NJ, USA). Diuretics analyzed in
his study, bumetanide (BUM), chlorothiazide (CT), clopamide
CA), ethacrynic acide (EAA), hydrochlorothiazide (HCT),
ydroflumethiazide (HFT), probenecid (PRO) and trichlorme-
hiazide (TCT), were purchased from Sigma–Aldrich Company
St. Louis, MO, USA). The structures of diuretics are shown in
ig. 1.

A stock solution of diuretics at 1.0 mg/mL was prepared
y dissolving the solid bulk drug in methanol and stored at
30 ◦C. This solution was further diluted with methanol to yield

he appropriate working solutions. The eight point calibration
urves were prepared by serial dilution of stock solution with
lank urine at the concentration of 1–1000 ng/mL. Pooled drug-
ree human urine samples as blank urine were obtained from six
ealthy volunteers, stored at −30 ◦C and thawed at room tem-
erature before use. For optimum LPME study, urine samples
ere prepared by spiking with standard diuretics solution. The

eal urine samples collected from diuretics dosed patient were
ept frozen at −30 ◦C until further treatment. The laboratory
urified water (>18 M�) was obtained from a SG-Ultra Clear
ater purification system (SG Water Company, Germany).

.2. Hollow fiber LPME device

The LPME device illustrated in Fig. 2 was used to precon-
entrate the analyte from urine. The experimental apparatus
mployed an 8 cm Accurel Q 3/2 polypropylene tubular mem-

rane (Membrana, Wuppertal, Germany) with 200 �m wall
hickness, 0.2 �m pore size and 600 �m internal diameter. The
ber was washed with acetone in ultrasonic bath for 30 min

o remove contaminants then dried in an oven at 50 ◦C before

s of diuretics.
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ig. 2. Schematic diagram hollow fiber-protected liquid-phase microextraction
evice.

se. For each extraction, a new piece of fiber with the U-shape
onfiguration was employed to avoid possibility of carryover.

Both a 7.5 mL urine solution and a 10 mm × 4 mm stir bar
ere placed in a 8 mL sample vial (diameter: 1.5 cm, height:
.5 cm) with a screw top/silicone septum. The LPME device
onsisted of two 0.7 mm o.d. 24 Gauge intravenous catheter
yringes (guiding needles) inserted through a silicon septum and
onnected with a section of polypropylene hollow fiber. Prior to
xtraction, the hollow fiber pores were dipped in organic solvent
or 10 s to immobilize solvent in the pores. The excess solvent
as then removed by ultrasonication in a water bath for 15 s. A
0 �L syringe was used to fill the hollow fiber with 25 �L of n-
ctanol as extraction solvent (acceptor solution). The assembly
as then placed into the sample vial and with a magnetic stirrer

t approximately 630 rpm for 40 min under room temperature.
fter extraction, the fiber was removed from the guiding needles,

nd the acceptor solution was retracted into the 10 �L Hamilton
as-tight syringe, (Hamilton, Bonaduz, Bonaduz, Switzerland)
odel 701 SN, with a beveled needle tip (length: 5.1 cm, o.d.:

.071 cm, i.d.: 0.015 cm) from one end of the fiber. A 5 �L por-
ion of the extractant was injected into the LC–MS/MS system.

.3. LC–MS/MS analysis

A Varian 1200L triple-quadrupole LC–MS (Varian, Walnut
reek, CA, USA) coupled to the Dynamax ProStar 210 liquid
hromatograph system was used. The analytes were separated
n a Waters XTerra C8 (15 cm × 2.1 mm, 3.0 �m) LC column
Waters Corp., Milford, MA, USA) preceded by an in-line pre-
olumn filter of 3 mm frit (Supelco, Bellefonte, PA, USA). The
obile phase was filtered using a filter (0.22 �m) and degassed

y using vacuum followed by sonication. The gradient sepa-
ation of LC was proceed. A pH 2.76 of mixture solution of
.05 mM ammonium formate containing 0.1% formic acid (A)
nd acetonitrile (B) was used as mobile phase at a flow-rate
f 0.2 mL/min. The initial composition was 35% B for 1.0 min,
hen increased to 65% for 6 min, then decreased to 35% for 5 min
ntil equilibrium. The volume of injection loop was 5 �L, and

ll the column effluent was directed into the mass spectrometer.

The selected reaction monitoring (SRM) mode of MS/MS
as used for quantization. The data acquisition software Varian
S workstation, Version 6.2, was used for instrument control,

T
w
w
n

ta 75 (2008) 658–665

ata acquisition and data handling. Analysis was performed in
oth positive ionization and negative ionization modes. Voltages
cross the capillary, lens and the quadrupoles were tuned by an
utomated procedure to maximize the signal for analyzed ions.
he parameters for the ionization efficiency were optimized by
valuating sensitivity using flow injection analysis (FIA) with
he mobile phase at 0.2 mL/min. The instrumental parameters
ere optimized to maximize signal intensity of the deproto-
ated molecule ion [M−H]− or pseudomolecular ion [M+H]+

y injecting 5 �L standard solution (1.0 �g/mL) through a sam-
le loop. The MS/MS was performed based on collision-induced
issociation (CID) of specific precursor ion and the generation of
he characteristic fragment ions. The Q1 was scanned a range of
/z 50–500 for precursor ion optimization. In all deprotoned
olecule ions of analytes observed were more stable, abun-

ant and less fragmented during negative scan. Both Q1 and
3 quadrupoles were set at unit resolution. During SRM anal-
sis mode, mass peak width was 1.0 mass unit at half height
or both Q1 and Q3, scan time was 1 s. The spray conditions of
PI interface were: housing temperature 65 ◦C; nebulizing gas
ressure 35 psi; drying gas temperature 250 ◦C; drying gas pres-
ure 20 psi. Argon was used as the collisional gas at pressure of
.0 mTorr.

.4. Method validation

The method was validated for linearity, limit of detection
LOD), limit of quantification (LOQ), precision (RSD), accu-
acy and recovery. Urine calibration standards were a set of
piked diuretics in drug-free urine at concentrations of 1, 5, 10,
0, 100, 250, 500 and 1000 ng/mL. Three replicate analyses were
erformed for each concentration to evaluate linearity. The peak
reas were used for quantification through the calibration curves
f diuretics. The LOD and LOQ were determined as the ratio of
times and 10 times standard deviation at the lowest concen-

ration of linear range divided to the slope of linear equation,
espectively. Precision of the assay was determined by generat-
ng intra- and inter-day variability data from a 50 ng/mL sample.
he analytical accuracy of purposed method was determined by
nalyzing spiked diuretics in urine samples at a concentration of
0 ng/mL five times and expressed as the ratio of mean measured
oncentration to spiked concentration. The analytical recovery
as determined by analyzing triplicate of spiked diuretics in
rine sample at concentration of 50 ng/mL. To verify specificity,
lank samples were prepared with drug-free urine samples from
ve different donors.

. Results and discussion

.1. Mass spectrometry of diuretics

Both positive and negative ionization mode of ESI were used
o evaluate the most sensitive ionization mode for the diuretics.

he concentration of 1 �g/mL diuretics was used in this study
ith FIA. The pseudomolecular ion, [M+H]+, of all diuretics
as obtained in positive ionization mode as the base ion. In the
egative ionization mode, the peak of the deprotonated molecule
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Table 1
Precursor ion and product ion used in SRM of LPME–LC–MS/MS for detection diuretics

Analytes Abb. Precursor ion (m/z) Product ion (m/z)

Chlorothiazide C7H6ClN3O4S2 CT 294 [M−H]− 214 [M−H-SO2NH2]−
Hydrochlorothiazide C7H8ClN3O4S2 HCT 296 [M−H]− 205 [M−H-SO2CNH]−
Hydroflumethiazide C8H8F3N3O4S2 HFT 330 [M−H]− 239 [M−H-SO2CNH]−
Clopamide C14H20ClN3O3S CA 344 [M−H]− 189 [M-C8N2OH15]−
Trichlormethiazide C8H8Cl3N3O4S2 TCT 378 [M−H]− 306 [M−H-2HCl]−
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umetanide C17H20N2O5S BUM
robenecid C13H19NO4S PRO
thacrynic acid C13H12Cl2O4 EAA

ons, [M−H]− of all diuretics as the base ion and less fragment
ons were observed. The structures of thiazide-base diuretics
UM, CA, CTA, HCT, HFT and TCT are a benzene ring and
sulfamonyl residue ortho-located to an electronegative substi-

ute such as a chlorine atom (Fig. 1). In preliminary experiments
or all thiazide-base diuretics except bumetanide indicated that
he signal of [M−H]− was more sensitive than that of [M+H]+.
ccording to the paper described thiazides as acidic character,

he use of negative ion electrospray ionization proved to be rea-
onable [39,40]. Therefore, the positive ionization mode was
ot considered further for using to analyze diuretics except for
umetanide.

In MS/MS experiments, ESI interface was used in conjunc-
ion with the FIA for optimization of the MS/MS parameters.
he product ion mass spectrum of deprotoned molecule ion was
btained in the scan range of m/z 50–500. For all thiazide diuret-
cs, the characteristic fragment ion [M-SO2NH2]− was observed
n the product ion spectra. For CT, the ion [M-SO2NH2]−, m/z
14 is the base peak. Therefore, in this assay, the mass tran-
ition pattern, m/z 294 → 214 was selected to monitor CT in
egative ionization SRM analysis (Table 1). For other diuretics,
he base peak ions were shown in Table 1. In negative ionization
ode, the mobile phase of ACN exited the same mass transi-
ion m/z 363 → 319 as bumetanide. The pseudomolecular ion
f bumetanide, [M+H]+ m/z 365 was chosen as precursor ion,

ig. 3. Effect of salt concentration on the extraction efficiency of 50 ng/mL
iuretics in urine produced by using LPME–LC–MS/MS.
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T
s

c

F
d

365 [M+H] 240 [M+H-CO2SO2NH2]
284 [M−H]− 240 [M−H-CO2]−
301 [M−H]− 243 [M−H-CO2-CH2]−

nd the product ion, m/z 240, [M+H-CO2SO2NH2]+ was used
or monitored in positive mode to avoid the interference from
obile phase. Therefore, in this assay both positive and neg-

tive ionization modes were used simultaneously to detect the
iuretics in urine.

.2. The hollow-fiber LPME method

In order to increase the sensitivity, the optimum LPME condi-
ions for the determination of diuretics were required to evaluate
he various parameters that affect the LPME extraction proce-
ure. Extraction efficiency of the membrane may be affected by
xtraction solvent, extraction temperature, extraction time, solu-
ion pH, ionic strength of aqueous phase, hollow fiber length and
tir rate. It is very important to optimize these parameters for
nhance extraction efficiency and then to improve detection.

For LPME, polypropylene membrane has proven effectively
or increasing concentration and reducing matrix interference
rom urine [31,34,35]. The polypropylene fiber was selected in
his study. The solvent used in LPME should have low water
olubility and high solubility for analytes. Three organic sol-
ents n-octanol, toluene and cyclohexane were used to evaluate
he extraction efficiency of 50 ng/mL diuretics in urine at room
emperature for 30 min. The experimental results indicated that
he highest extraction efficiency was obtained with n-octanol.

herefore, n-octanol was chosen as extraction solvent in this
tudy.

The pH value of sample solution influences both the disso-
iation equilibrium and the solubility of organic acid or base

ig. 4. Effect of extraction temperature on the extraction efficiency of 50 ng/mL
iuretics in urine produced by using LPME–LC–MS/MS.
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nalytes. For diuretics, BUM, EAA and PRO are highly acidic
nd the other five compounds are less acidic. A sample pH range
rom 1 to 10 was used to evaluate the extraction efficiency of
0 ng/mL diuretics in urine at 20 ◦C for 30 min. The results indi-
ated that lower pH value improved extraction efficiency of the

arget analytes. Hence, the pH of solution was adjusted to 2.

Salt-out effect was often used to improve extraction efficiency
f analytes in LPME as in SPME [41]. Ionic strength increases in
he sample solution will decrease the solubility of target analytes

t
c
t
H

able 2
stimated limits of detection and linear range for diuretics by LPME–LC–MS/MS

ompound Linear range (ng/mL) Correction coefficient (r2) LODa (ng/

T 5–1000 0.9994 1.7
CT 10–1000 0.9986 6.7
FT 2–1000 0.9938 1.1
A 2–1000 0.9995 0.3
CT 2–1000 0.9989 0.4
UM 10–500 0.9997 3.6
RO 1–1000 0.9969 0.6
AA 5–1000 0.9962 2.8

a LOD, limit of detection, determined as 3S.D./slope, standard deviation of the low
b LOQ, limit of quantification, determined as 10S.D./slope, standard deviation of th
c Urine was spiked at 50 ng/mL.

Fig. 5. Mass ion chromatograms of 50 ng/mL diuret
ta 75 (2008) 658–665

n water solution for salt-out effect. The NaCl is a conversional
alt used to change the ionic strength in solution. The salt effect
tudy was evaluated at salt concentrations from 0 to 0.35 g/mL.
s Fig. 3 shows, extraction efficiency increased as NaCl con-

entration increased and reached a maximum at 0.15 g/mL and

hen decreased at higher NaCl concentrations. The decay in high
oncentration of NaCl was possible due to electrostatic interac-
ion between polar analytes and NaCl ions in solution [41,42].
ence, 0.15 g/mL NaCl was added in the further experiments.

mL) LOQb (ng/mL) Enrichment factorc Extraction efficiency (%)

5.5 0.8 0.2
22.3 1.7 0.5

3.7 3.8 1.0
0.9 95.2 25.4
1.4 11.3 3.0

12 20.1 5.4
2.1 32.6 8.7
9.4 144.8 38.6

est concentration of calibration curve divided by the slope (n = 3).
e lowest concentration of calibration curve divided by the slope (n = 3).

ics in urine produced by LPME–LC–MS/MS.
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Matrix interference is often an important problem in biologi-
al samples during trace analysis [28,31,42–44]. To evaluate the
nfluence of matrix, the MS signal intensities of 50 ng/mL stan-
ard diuretic solutions diluted with artificial urine and ultrapure
ater were tested. Almost the same intensities of diuretics were
btained no matter what matrices used. It was shown that LPME
an improve the sample clean-up to remove urine components
nd thereby decreasing the amount of matrix injected onto the
olumn.

Agitating stir bar can increase the mass transfer coefficient
rom the sample matrix to extraction phase. To trace the effect
f stirring, eight stir rates (0–1200 rpm) were used to evaluate
xtraction efficiency of 50 ng/mL diuretics in urine at 40 ◦C for
0 min. The high stirring speed increased extraction efficiency
ut also produced instability of the organic solvent in hollow
ber and the air bubbles would affected the precision and repro-
ucibility of the extraction process. Therefore, a stirring speed
f 1010 rpm was used for subsequent experiments.
.2.1. Extraction temperature and time
The LPME method employs a partition equilibrium process

n target analytes between extraction phase (accept solution)

3

t
a

Fig. 6. Total ion chromatogram and mass ion chromatograms of d
ta 75 (2008) 658–665 663

nd sample matrix (donor solution) [30]. Extraction tempera-
ure and time affect partition equilibrium. The higher extraction
emperature normally has a positive effect on extraction yield
y increases both solubility and diffusion of analytes into
xtraction phase. However, heating might also cause swelling
n fibers and does not favor organic solvent immobiliza-
ion in membrane pore. Extraction temperature was studied
t a room temperature to 60 ◦C. The experimental results
n Fig. 4 show that extraction efficiency was maximum at
0 ◦C. In optimization extraction time investigated, a spiked
0 ng/mL urine solution was used within 20–50 min at 40 ◦C.
he experimental results showed that the peak areas of diuret-

cs were reached maximum at extraction for 40 min. When
xtraction time exceeded 40 min, the peak areas of analytes
lowly decreased. Thus, 40 ◦C extraction temperature and
0 min extraction time were selected for the following exper-
ments.
.2.2. Acceptor phase volume
The ratio between the volume of the donor phase (V0) and

he acceptor phase (Vorg) governs the extraction efficiency (EE)
nd enrichment factor (EF) of analytes in the acceptor phase,

osed patient urine sample produced by LPME–LC–MS/MS.
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ccording to the expression:

E =
(
norg

n0

)
100% =

(
Vorg

V0

)(
Corg

C0

)
100%

nd

F = Corg

C0

here norg, Vorg and Corg are the mass, the volume and the
oncentration of analyte extracted in the organic solvent, respec-
ively, and n0, V0 and C0 are the mass, the volume and the
oncentration of analytes present in the original sample, respec-
ively [18]. To optimize acceptor-to-donor phase volume ratio,
he donor phase volume (V0) is kept constant, and the volume
f organic solvent (Vorg) is changed from 15–36 �L by adjust-
ng the length of the hollow fiber at 5, 6, 8, 10 and 12 cm. The
xperimental results showed the peak areas of the analytes were
aximum at a 6.0 cm of hollow fiber with an acceptor phase vol-

me of 20 �L. The parameters of optimum condition of LPME
ere list in Table 2.

.3. Assay validation

Calibration curves for eight diuretics were established for the
oncentration range from 1 to 1000 ng/mL. The linear range,
recision, limit of detection (LOD), and limit of quantification
LOQ) of this method were evaluated under the optimum condi-
ion as shown in Table 2. The linearity of the proposed method
as with correlation coefficients (r2) being greater than 0.9938.
he LOD and LOQ were 0.3–6.7 ng/mL and 0.9–22.3 ng/mL,

espectively. The LOD of eight diuretics were found in low
g/mL level and lower than the minimum required performance
imits (MRPL) of the World Anti-Doping Agency (WADA). The

ass ion chromatograms of 50 ng/mL diuretics in urine analyzed
y LPME-LC-MS/MS were shown in Fig. 5.

The recovery and precision of this method expressed with
by analyzing 50 ng/mL diuretics spiked urine samples. The

ecovery of diuretics was 97.7–102.5%. The intra-day and inter-
ay relative standard deviations (R.S.D.s, n = 6) were 3–18 and
–21%, respectively. LPME is a non-exhaustive extraction pro-
edure as solid-phase microextraction, the extraction efficiency
s defined as the ratio of the amount of analyte in acceptor phase
o donor phase and dependant on the distribution coefficient of
he compound. As shown in Table 2, the extraction efficiency of
iuretics from spiked urine was 0.2–38.7%, the high enrichment
actor could be obtained. For EAA, the high enrichment factor
as reached 144.8-fold.

.4. Application

The diuretics dosed patient urine was analyzed by the
C–ESI–MS/MS method described. The LPME was operated
t the optimum conditions studied. Representative SRM chro-

atograms of urine sample collected from the patient first urine

fter post-administration were shown in Fig. 6. The total ion
hromatogram (TIC) and extracted ion chromatogram of urine
ample obtained from a hypertension patient was shown in Fig. 6.

[

[

[

ta 75 (2008) 658–665

he concentrations of diuretics detected were HCT, 24.9 �g/mL;
UM, 0.046 �g/mL; PRO, 0.011 �g/mL; EAA, 0.008 �g/mL.

. Conclusion

This study evaluated the coupling of LPME with LC–ESI-
S/MS to determine the trace amount of diuretics in urine

amples. A 6 cm Q 3/2 hollow fiber was used to extract trace
iuretics from urine. The optimized procedure was revealed
atisfactory intra-day and inter-day precision with R.S.D. of
–18% and 4–21%, respectively. The limit of detection was
.3–6.7 ng/mL and limit of quantification was 0.9–22.3 ng/mL.
n addition, the feasibility of applying the methods to deter-
ine diuretics in real samples was also examined by analyzing

rine samples from diuretics dose patient. The concentrations
f diuretics detected were ranged from 0.008 �g/mL (EAA) to
4.9 �g/mL (HCT). The LPME method represents a valuable
dvance in sample preparation and offers numerous advantages,
ncluding procedural simplicity, low cost and organic solvent
ess used.
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Talanta 57 (2002) 223.
13] M.J. Ruiz-Angel, J.R. Torres-Lapasió, M.C. Garcia-Alvarez-Coque, J.
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bstract

Coupled capillary electrophoresis (CE) with end-column electrogenerated chemiluminescence (ECL) was adopted for the quantitative detection
f clindamycin. Clindamycin enhanced ECL intensity of tris(2,2′-bypyridine)ruthenium(II) (Ru(bpy)3

2+) as a coreactant. Under the optimized
−7 −4
onditions, the ECL intensity was linear with the concentration of clindamycin over the range from 5.0 × 10 to 1.0 × 10 M with a detection

imit of 1.4 × 10−7 M. The proposed CE–ECL was successfully applied for the detection of clindamycin in pharmaceutical and clinic samples.
he interaction of clindamycin with hemoglobin was also investigated. The binding constant of clindamycin with hemoglobin was estimated to be
.6 × 103 M−1.

2007 Elsevier B.V. All rights reserved.

Clind

t
w
A
F
c
c
a
t
f
a
W
v
w
w
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. Introduction

Capillary electrophoresis (CE), based on the separation
f charged molecules through a small capillary under the
nfluence of an electric field, has emerged as a powerful
nd popular analytical separation technique for the deter-
ination of numerous analytes from organic molecules to
acromolecules such as DNA and proteins [1,2] during the

ast two decades. The main attractive features cover high
esolving power and small sample volume [3]. Therefore, it
as been widely utilized nowadays as an excellent comple-
ent to high-performance liquid chromatography for the daily

ssays. Coupling capillary electrophoresis with other techniques
e.g. UV–vis spectrometry [4], mass spectrometry [5], electro-

hemistry [6], chemiluminescence/electrochemiluminescence
ECL) [7–20], and fluorescence) marries the advantages of nice
ensitivity and selectivity, high efficiency, possible microma-

∗ Corresponding author. Tel.: +86 791 803 3020.
∗∗ Corresponding author. Tel.: +81 29 861 5080.

E-mail addresses: wangjingwu@ncu.edu.cn (J. Wang),
ianjun-yang@aist.go.jp (N. Yang).

s
p
G
t
p
s
e
l
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amycin; Tris(2,2′-bypyridine)ruthenium(II); Drug analysis

ion/integration, and reduced cost, and thus has been developed
idely and been utilized remarkably in recent years [12–20].
mong them, CE–ECL has been paid considerable attention.
or example, Huang et al. utilized CE–ECL for the detection of
hloroquine phosphate and for the study on the interaction of
hloroquine phosphate with human serum albumin [12]. Wang
nd co-workers applied CE–ECL detection system for the detec-
ion of various drugs [16]. Dickson et al. [17] employed CE–ECL
or the separation and detection of biologic samples. Forbes et
l. [18] separated and detected ß-blockers by CE–ECL method.
ang and Bobbitt [19] designed in suit ECL cell to analyze

arious amino acids. Whang and co-workers [20] proposed a
all-jet CE–ECL detector by use of a disk-like ITP electrode as
orking electrode.
Clindamycin, a lincosamide antibiotic, of which chemical

tructure is shown in Fig. 1, is highly efficient against Gram-
ositive and Gram-negative anaerobic pathogens as well as
ram-positive aerobes by inhibition of bacterial protein syn-

hesis [21] and has been widespread used as an antimicrobial in

regnant and non-pregnant patients. Several methods, including
pectrophotometry [22], gas chromatography [23,24], micellar
lectrokinetic chromatography (MEKC) [25], high-performance
iquid chromatography (HPLC) with UV detection [26–28],
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Fig. 1. Chemical structure of clindamycin.

lectrospray tandem mass spectrometry [29], and chemilumi-
escence [30], have thus been reported for the determination
f clindamycin in bulk drug, dosage forms and biological flu-
ds. These methods offered sensitive detection, however, always
eed long analysis time. Also organic solvents are always
sed.

Since clindamycin contains a tertiary amine group in the
olecular structure, it is promising to enhance ECL intensity

14] as a coreactant during its oxidation. This paper, there-
ore, aims at proposing a novel monitoring route of clindamycin
y the combined end-column CE–ECL. Tri (2, 2′-bipyridyl)
uthenium(II) based ECL system was chosen due to its high
CL efficiency and stability in aqueous media [12–20]. The
xperimental optimum for the measurements of clindamycin in
eal samples was also performed. Furthermore, like many other
rugs, clindamycin may undergo some degree of reversible bind-
ng to plasma proteins, a process which might significantly affect
ts distribution in body and the elimination rate. The distribution
nd the effect of the drug in the human body are undoubtedly
elated with the content of unbond drug in our body. Therefore,
he interaction of protein with clindamycin was also conducted.

. Experimental

.1. Chemical and solutions

Hemoglobin (bovine red cells) and clindamycin were pur-
hased from Worthington Biochemical Corporation (NJ, USA).
ris(2, 2′-bipyridyl)ruthenium(II) chloride hexahydrate was
btained from J&K Chemical Company (HK, China), Other
hemicals used are of analytical grade. The double-distilled
ater was used throughout experiments and the solutions were
ltered through 0.22 �m membrane before measurements. The
tock solution of 0.01 M clindamycin was prepared by dissolving
.2572 g clindamycin hydrochloride in 50 mL water and stored
t 4 ◦C in a refrigerator and the stock solution of Ru(bpy)3

2+ was
repared by use of 50 mM pH 7.5 phosphate buffer solutions.
he mixtures of the diluted Ru(bpy)3

2+ solutions with clin-
amycin hydrochloride solutions were used for measurements.
he pH values of the mixtures were varied as the experiments
equired. Before measurements, the solution was diluted with
ater to prepare standard solutions with a series of concen-

rations for the construction of calibration curve, the study of
eproducibility and recovery.
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.2. Apparatus

The MPI-B CE–ECL instrument was purchased from Xi’an
emax Electronic Science-Tech Co. (Xi’an, China) and consists
f a high-voltage power supplier for separation and injection, a
otential control system, a chemiluminescence detection sys-
em, and a data processor. An uncoated fused-silica capillary
25 �m i.d., 375 �m o.d.) with the length of 42 cm bought from
ongnian Optical Conductive Fiber Plant (Hebei, China) was
et between two buffer reservoirs and employed to separate clin-
amycin from other pharmaceuticals. The electrophoresis was
riven by the high potential apparatus and high voltage was
pplied at the injection end. This high potential apparatus pro-
ides a separation voltage across the capillary to drive the sample
y electro-migration injection at definite time.

The end-column ECL cell was conducted in a three-electrode
ystem, which was composed of a Pt working disk electrode
300 �m in diameter), an Ag/AgCl reference electrode (KCl
aturated), and a Pt wire counter electrode. The detection cell
as a volume of about 300 �L and is fixed in a dark detec-
ion chamber. The capillary and the Pt working electrode were
crewed in an opposite direction inside the ECL cell. The ref-
rence electrode and counter electrode were inserted into the
ell from punched holes of the upper side of the cell. To avoid
locking photo detection by the photomultiplier tube (PMT),
he reference electrode and counter electrode were inserted into
he solution just above the working electrode. An optical glass
as adopted as ECL detection window and put directly at the

op of a PMT. The glass slide and PMT were fixed in the cham-
er in order to keep the same distance between the working
lectrode and PMT photo detector. The outlet of the capillary
as grounded by a stainless tube which fixed on the capillary
y epoxy. A Model CHI600 voltammetric analyzer (CH Instru-
ents, Austin, TX, USA) was used to supply the potential for

he redox reaction of Ru(bpy)3
2+ on the Pt working electrode.

he detection cell was placed directly above PMT. The output of
CL intensity was amplified and recorded with MPI-B software
y a computer. 250 �L of Ru(bpy)3

2+ solution in 50 mM pH
.5 phosphate buffer solution was added into the reservoir and
efreshed every 2 h. Before each run, the capillary was flushed
ith the corresponding running buffer until the baseline was

table.

.3. Experimental procedure

Prior to electrochemical measurements, the Pt disc working
lectrode was polished with 0.3 and 0.05 �m Al2O3 powder,
leaned with water in an ultrasonic cleaner, and then carefully
ut on an opposite position to the capillary outlet end. Elimina-
ion of the oxide layer on the Pt electrode was always performed
ia scanning the potential of the Pt disc electrode from −0.5
o 0.0 V for ten cycles. In order to make CE effluent contact
he electrode surface directly, the distance between Pt working

lectrode and the outlet of the capillary was controlled strictly
n the range of 70 ± 5 �m with the aid of an optical microscope.
50 �L of Ru(bpy)3

2+ solution was added into the reservoir
efore analysis, and replaced every 2 h to eliminate depletion
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3.2.1. Effect of applied potential
The potential applied to the working electrode is in charge of

the reaction rate of ECL reagent, which will decide essentially
J. Wang et al. / Tala

ffect or potential interference from reaction during the analy-
is. The capillary is always flushed with 0.1 M sodium hydroxide
or overnight followed by rinsing with distilled water for 30 min
t the first use. Before each run, the capillary was flushed with
istilled water and the corresponding running buffer until the
aseline of ECL is flat. A series of extraction procedures was
one before electrophoresis to eliminate the influence of ionic
trength in sample and obtain clear electrophoretic profile. Then
he sample solutions were injected and their ECL emission was
ecorded.

For the interaction of clindamycin hydrochloride with
emoglobin, 200 �L of 0.01 M clindamycin and 50 �L of
00 �M hemoglobin were injected into a dialysis bag (21 mm
iameter, molecular weight cutoff 8000–14,400), which was
ncubated in 2 mL 50 mM pH 7.5 phosphate buffer solution
t 37 ◦C. The ECL intensity of clindamycin outside the dial-
sis bag was detected every half an hour until no remarkable
hanges in ECL intensity was found, indicating that the equilib-
ium of the interaction of clindamycin with hemoglobin has been
eached because the dialysis bag keeps big protein molecules
e.g. hemoglobin) inside but releases small-sized molecules (e.g.
lindamycin). After the equilibrium, 100 �L of the solution
nside the dialysis bag was injected into 2 mL 50 mM pH 7.5
hosphate buffer solution. The mixture was then inspected by
he UV–vis spectrophotometer to confirm the interaction of clin-
amycin with hemoglobin. As control experiments, the UV–vis
pectra of (1) clindamycin hydrochloride and hemoglobin with-
ut incubation (100 �L of 0.01 M clindamycin and 20 �L of
00 �M hemoglobin dissolving in 2 mL 50 mM pH 7.5 phos-
hate buffer solution, of (2) clindamycin hydrochloride only
100 �L of 0.01 M clindamycin dissolving in 2 mL 50 mM pH
.5 phosphate buffer solution), and of hemoglobin only (40 �L
f 200 �M hemoglobin dissolving in 2 mL 50 mM pH 7.5 phos-
hate buffer solution) were also recorded.

.4. Sample treatment

Three batches of drug capsules of clindamycin hydrochlo-
ide were purchased from Henan Tianfang Pharmaceutical Co.
td. (Henan, China). A number of capsules were dissolved in
0 mL water for 10 min with the help of an ultra-sonic cleaner.
he solution was filtered through a 0.22 �m membrane and
iluted 1000-fold before injection. The content of clindamycin
ydrochloride was detected with standard calibration curve.

Another kind of sample solutions was prepared by adding cer-
ain amounts of clindamycin into 1 mL urine of healthy people
nd alkalinized with 100 �L 0.1 M sodium hydroxide solution.
mL ethyl acetate was then added to each sample and the tubes
ere capped. The samples were vortex mixed for 10 s, and then

entrifuged at 3500 r min−1 for 15 min, the top organic layer was
eparated and transferred into a clean set of centrifugation tubes.
his procedure was repeated twice. The organic layer obtained
t the second time was also transferred into the same tubes and

vaporated to dryness under a gentle stream of nitrogen at 40 ◦C.
he residue was reconstituted in 0.5 mL of filtered water and
ortex mixed for about 60 s. Finally, the sample solution was
njected into the electrophoresis system by electromigration for
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he content measurement of clindamycin. CE was adopted here
o separate some interference in urine which may affect ECL
esponse.

. Results and discussion

.1. Enhanced ECL of Ru(bpy)3
2+ by clindamycin

In Fig. 2, cyclic voltammogram of 5.0 mM Ru(bpy)3
2+

curve b) dissolving in 50 mM pH 7.5 phosphate buffer solu-
ion on a Pt electrode shows a couple of reversible redox
aves with almost equal peak current. It is distinctly differ-

nt from cyclic voltammogram of the Pt electrode in a blank
olution without Ru(bpy)3

2+ (curve a). Curve (c) represents
yclic voltammogram of the mixture of 5.0 mM Ru(bpy)3

2+ and
.5 mM clindamycin in 50 mM pH 7.5 phosphate buffer solu-
ion. The anodic current was enhanced while the cathodic one
ecame weak, indicating the participation of clindamycin dur-
ng electrochemical oxidation of Ru(bpy)3

2+ as a coreactant.
ccording to the earlier reports [14,31,32], the possible mech-

nism for the enhanced ECL emission might occur in the steps
f (i) oxidation of Ru(bpy)3

2+ into Ru(bpy)3
3+; (ii) oxidation of

lindamycin to generate strong reducing species; (iii) reduction
f part of Ru(bpy)3

3+ with generated strong reducing species to
orm radicals of Ru(bpy)3

2+*; (iv) light emission of Ru(bpy)3
2+*

nd returning to the ground state Ru(bpy)3
2+. Part of Ru(bpy)3

3+

s reduced into Ru(bpy)3
2+ on the Pt electrode and this reaction

esults in cathodic peak current.

.2. Optimization of experimental conditions

The experimental conditions affected the light intensity of
CL were then studied, including the potential applied at the
orking electrode, pH value and salt concentration of buffer

olutions in detection reservoir, pH value of running buffer solu-
ions, injection time, and injection voltage.
ig. 2. Cyclic voltammograms on a Pt electrode in solutions of (a) 50 mM pH
.5 phosphate buffer solution, (b) 5 mM Ru (bpy)3

2+ in 50 mM pH 7.5 phosphate
uffer solution, and (c) 5 mM Ru (bpy)3

2+ and 2.5 mM clindamycin in 50 mM
H 7.5 phosphate buffer solution at a scan rate of 50 mV s−1.
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Fig. 3. Variation of ECL intensity with the applied potential on the Pt electrode.
Experimental conditions: the concentration of clindamycin, 1.0 × 10−4 M;
injection voltage, 10 kV; injection time, 10 s; running buffer solution, 10 mM
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H 8.0 phosphate buffer solution; separation voltage, 15 kV; ECL cell, 5.0 mM
u(bpy)3

2+ + 50 mM pH 8.0 phosphate buffer solution; photomultiplier tube
PMT) voltage, −800 V.

he intensity of the emitted light [33]. Therefore, the influ-
nce of the applied potential on the ECL intensity was studied
nd the experimental results were shown in Fig. 3 where the
pplied potential varied over the range from 1.05 to 1.35 V. An
ncrease in the applied potential from 1.05 to 1.15 V resulted in
n enhancement in the ECL intensity while further increase in
he potential, on the contrary, reduced the ECL intensity. The
ecrease in ECL intensity at higher potential than 1.20 V possi-
ly results from the passivated effect of the oxidation of water.
ence, in the following experiments the applied potential was
xed at 1.15 V.

.2.2. Effect of pH and buffer concentration
The ECL reaction of Ru(bpy)3

2+ with alkylamine has been
ell-known as a pH-dependent process and the maximum emis-

ion has been observed under a slightly basic condition [34].
ig. 4 shows the variation of ECL intensity with the pH values
f buffer in detection reservoir. As expected, the maximum ECL
ntensity was obtained in a slight basic solution (pH 7.5). The

uffer concentration in the detection cell was also found to affect
he ECL intensity. The maximum ECL intensity was noticed
hen the concentration was 50 mM. It has to be noted here that,

he running buffer also has great effect on the ECL intensity

ig. 4. Effect of pH value of the phosphate buffer solutions in the detection cell
n the ECL intensity. Experimental conditions: detection voltage, 1.15 V; other
onditions, the same as in Fig. 3.
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ince the pH-dependant reaction of Ru(bpy)3
2+ with alkylamine

trongly influences electro-osmotic flow (EOF). The maximum
CL value was obtained when the pH value of running buffer
as 7.5. Thus, 50 mM phosphate buffer solution with a pH value
f 7.5 was used in detection reservoir and also as the running
uffer.

One point we have to mention here is that the data pre-
ented in Fig. 4 might not reveal the true pH dependency
f the ECL reaction of clindamycin with Ru(bpy)3

2+, but
hows a combination of the effect of pH and reduction of
u(bpy)3

3+ due to degradation at alkaline solutions, because
e performed these experiments by dissolving Ru(bpy)3

2+ and
lindamycin in the same buffer solution. It has been proved
hat the ECL intensity will be enhanced on the occurrence
f the de-protonization of the tertiary amine, which requires
he pH value of solution is at or above the log(pKa) of
mines. Higher pH values of solutions would be indicated and
ore hydroxyl ions will be generated in the solutions. On

he other side, hydroxyl ion will react with Ru(bpy)3
3+ ions

enerated from electrochemical oxidation of Ru(bpy)3
2+ and

roduce ECL emission. Although previous studies [35,36] have
uccessfully isolated these effects allowing the true pH depen-
ence to be determined, we paid more attention in this work
n the application of the resultant systems for the analytical
pplications and will carry out these experiments in the near
uture.

.2.3. Effect of injection voltage and injection time
Investigation on the influence of the injection voltage on the

CL intensity was also performed and the results were shown
n Fig. 5(a), where the injection voltage increased from 4 to
6 kV while the injection time was fixed at 10 s. The number
f theoretical plates (N) was also calculated according to the
quation:

= 5.54

(
tm

W1/2

)2

(1)

here tm is the migration time and W1/2 is the width at half
eight of the electrophoretic peak. One can see that the ECL
ntensity increases but N decreases with an increase in the injec-
ion voltage. The similar trend is noticed in Fig. 5(b), where an
ncrease in injection time results in an increase in ECL intensity
ut a reduction in N. It has been known that the ECL intensity
s dependent on the concentration of analyte in the diffusion
ayer on the working electrode surface, where the chemilumi-
escence reaction occurs. At higher injection voltage and long
njection time, more analyte can enter the diffusion layer and
igher ECL signal will be produced. However, the dispersion of
he analyte may also lead to broaden the peak and to decrease the
umber of N. Analogous phenomena have been also noticed on
ther types of detection. For example, even using a UV detector,

igher intensities (to a certain point) will be obtained but with
ider peaks when the injected amount is increased. In order to
ain a higher ECL signal with a larger N, the injection voltage of
0 kV and the injection time of 10 s were chosen in the following
xperiments.



J. Wang et al. / Talanta 75 (2008) 817–823 821

Fig. 5. (a) Effect of injection voltage on the ECL intensity (©) and on the number
of theoretical plate (�); (b) effect of injection time on the ECL intensity (©)
and on the number of theoretical plate (�). Experimental conditions: detection
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Fig. 6. The electropherogram of three pharmaceuticals: 5 �M dextromethor-
phan (a), 8 �M chlorphenamine (b) and 35 �M clindamycin (c). Experimental
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urine. The recovery was higher than 95% and the R.S.D. for these
measurements was in the range of 2.1–2.7%. These results indi-
cate this CE–ECL is sensitive enough for the measurement of
clindamycin in pharmaceuticals and urine samples.

Table 1
Determination of clindamycin hydrochloride in drug capsules

Sample number Labeled
(mg/capsule)

Found
(mg/capsule)

R.S.D. (%)
(n = 5)
oltage, 1.15 V; 50 mM pH 7.5 phosphate buffer solution in the detection cell;
unning buffer, 50 mM pH 7.5 phosphate buffer solution; other conditions, the
ame as in Fig. 3.

.3. Calibration curve of clindamycin hydrochloride

Under the optimized experimental conditions (separation
apillary, 42 cm length, 25 �m i.d.; sample injection, 10 s
t 10 kV; separation voltage: +15 kV; running buffer, 50 mM
H 7.5 phosphate buffer solution; detection voltage, 1.15 V;
oncentration of Ru(bpy)3

2+, 5.0 mM), ECL response for a
eries of concentrations of clindamycin hydrochloride was
etected. The ECL intensity linearly increased with the con-
entration of clindamycin hydrochloride in the range from
.0 × 10−7 to 1.0 × 10−4 M. The linear regression equation is
= 19.618c + 33.696 (R = 0.9992), where Y is the ECL intensity

counts) and c is the concentration of clindamycin hydrochlo-
ide (�M). The detection limit was 1.4 × 10−7 M according to
UPAC regulation. The relative standard deviation (R.S.D.) of
he ECL intensity of 1.0 × 10−5 M clindamycin hydrochloride
s 1.9% (n = 6).

.4. Separation of clindamycin from other pharmaceuticals

It is well-known that CE–ECL detection system is powerful
nd effective to separate complex mixture; the separation of clin-
amycin from other similar pharmaceuticals was then studied.

extromethorphan and chlorphenamine, which have a tertiary

mine group and might affect the detection of clindamycin,
ere selected to be mixed with clindamycin. The mixture was

njected into the capillary under the optimized conditions for

0
0
0

onditions: detection voltage, at 1.15 V; 50 mM pH 7.5 phosphate buffer solution
n the detection cell; running buffer, 50 mM pH 7.5 phosphate buffer solution;
ther conditions, the same as in Fig. 3.

he detection of clindamycin. The ECL response as a function
f migration time is shown in Fig. 6. Under the optimized con-
itions, dextromethorphan (peak a), chlorphenamine (peak b),
nd clindamycin (peak c) were separated clearly. The migra-
ion times were 165.2, 169.4, and 192.7 s for dextromethorphan
peak a), chlorphenamine (peak b), and clindamycin (peak c),
espectively. The separation factor, which is defined as the ratio
f the difference of migration time of clindamycin from the inter-
erence to the migration time of clindamycin, was calculated to
e 0.14 and 0.12 for dextromethorphan and chlorphenamine,
espectively. The separation resolutions, defined as the ratio of
he difference of immigration time of clindamycin from that of
o-existed species to the half of the summation of the width
f their migration peaks, were estimated to be 6.08 and 3.98
or the separation of clindamycin from dextromethorphan and
rom chlorphenamine, respectively. These results indicate good
eparation of clindamycin from other pharmaceuticals.

.5. Determination of clindamycin in samples

The proposed CE–ECL method was applied for the monitor-
ng of clindamycin hydrochloride in pharmaceutical and clinic
amples. Table 1 shows the measured results of the content of
lindamycin hydrochloride in pharmaceutical samples, which
re very close to the labeled value in every batch. The R.S.D. was
n the range of 1.9–2.2%. Table 2 shows the recovery efficien-
ies for known amounts of clindamycin hydrochloride in human
50320860 150 143.1 2.0
51120250 150 141.4 2.2
51121180 150 146.5 1.9
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Table 2
Analytical results of clindamycin in human urine samples

Samples Added (M) Found (M) Recovery (%) R.S.D. (%) (n = 5)

Urine 1 1.0 × 10−5 9.5 × 10−6 95.4 2.3
U
U

3
h

i
i
U
s
m
t
s
f
a
a
a
c
c

i
o
h
y
3
a
s
w
m
T
M
o
c
r

F
o
h
5

F
v
i

f
E
t
s
c
b
a
w
f
i

θ

O
c
i

q

w
c

rine 2 5.0 × 10−5 4.8 × 10−5 96.4 2.1
rine 3 7.5 × 10−5 7.3 × 10−5 96.8 2.7

.6. Interaction of hemoglobin with clindamycin
ydrochloride

According to the procedure in experimental Section 2.4, the
nteraction of hemoglobin with clindamycin hydrochloride was
nspected under the selected experimental conditions by use of
V–vis spectroscopy as well as CE–ECL. Fig. 7 shows UV–vis

pectra of clindamycin (curve a), hemoglobin (curve b), the
ixture of clindamycin and hemoglobin (curve c), and the solu-

ion inside the dialysis bag in 50 mM pH 7.5 phosphate buffer
olution after incubation (curve d). There was remarkable dif-
erence of curve (d) for the solution inside the dialysis bag
fter incubation from curve (c) for the mixture of clindamycin
nd hemoglobin before incubation. The peaks in curve (d) are
lso different from those in curve (a) for clindamycin and from
urve (b) for hemoglobin. These facts confirm the interaction of
lindamycin with hemoglobin.

The interaction of clindamycin with hemoglobin was further
nvestigated by CE–ECL detection system. Different volumes
f clindamycin solution were mixed with 100 �L of 200 �M
emoglobin solutions in a series of dialysis bags and the dial-
sis bags were incubated in 2 mL phosphate buffer solution at
7 ◦C. The ECL intensity of injected clindamycin was measured
nd defined as I1. After the equilibrium, the intensity of the out-
ide solution of dialysis bags was detected and defined as I2,
hich is owing to unbound clindamycin and can be used to esti-
ate its concentration (cunbound). I1 was always larger than I2.
his fact confirms the binding of clindamycin with hemoglobin.
oreover, the bound clindamycin concentration (cbound) can be
btained from cinjected to cunbound, where cinjected stands for the
oncentration of injected clindamycin. It has to be noted that the
elative ECL intensity, defined as the ratio of the ECL intensity

ig. 7. The UV–vis spectra of (a) 100 �L of 0.01 M clindamycin, (b) 40 �L
f 200 �M hemoglobin, (c) 100 �L of 0.01 M clindamycin + 20 �L of 200 �M
emoglobin, and (d) 100 �L of the solution inside the dialysis bag in 2 mL
0 mM pH 7.5 phosphate buffer solution.
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ig. 8. Variation of the relative ECL intensity outside the dialysis bag (©) and
ariation of the bound clindamycin concentration (�) with the concentration of
njected clindamycin.

rom outside solutions after reaching equilibrium to the total
CL intensity once clindamycin was injected, was adopted here

o minimize the possible incidental error of the apparatus. Fig. 8
hows the variation of the relative ECL intensity and the bound
lindamycin with the injected clindamycin concentration. The
inding curve was then fitted to estimate the binding constant
nd the maximum binding amount of clindamycin hydrochloride
ith hemoglobin. The binding coefficient, θ, can be evaluated

rom the binding amount of clindamycin (αc, mol) and its max-
mum value (αmax, mol) in the form of

= αc

αmax
(2)

n the other hand, it is known that at the given hemoglobin
oncentration, Langmuir isotherm equation is efficient for the
nteraction [37],

= Kc

1 +Kc
(3)

here K is the binding constant and c is the concentration of
lindamycin. Combining of Eqs. (2) and (3) results in:

c = Kcαmax

1 +Kc
(4)

he bound clindamycin in Fig. 7 was non-linearly fitted using
q. (4) as:

c = 2.40 × 0.36c

1 + 0.36c
(5)

he maximum binding amount and the binding constant were
hen estimated to be 2.40 × 10−4 M and 3.6 × 103 M−1, respec-
ively.

. Conclusion

Coupled capillary electrophoresis (CE) with end-column
lectrogenerated chemiluminescence (ECL) was introduced
o detect clindamycin successfully. Clindamycin acts as a

oreactant to enhance tris(2,2′-bypyridine)ruthenium(II) based
lectrochemiluminescent intensity on a Pt electrode. The inter-
ction of clindamycin with hemoglobin was also confirmed by
E–ECL as well as UV–vis spectroscopy. Further studies related
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ith enhanced ECL intensity and the possibly improved detec-
ion limits by larger-sized capillaries are currently undergoing in
ur lab. The proposed CE–ECL method for the detection of clin-
amycin is efficient, simple, reproducible, and sensitive. Owing
o the coupling of CE with ECL, the great advantage of this

ethod is to have nice selectivity towards clindamycin. This
ethod is potential to be utilized as an official route for the qual-

tative control of clindamycin hydrochloride in pharmaceutical
nd clinic samples.
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bstract

In this paper, electrochemical surface plasmon resonance (SPR) method was first used to detect enzymatic reaction in bilayer lipid membrane
BLM) based on immobilizing horseradish peroxidase (HRP) in the BLMs supported by the redox polyaniline (PAn) film. By SPR kinetic curve in
itu monitoring the redox transformation of PAn film resulted from the reaction between HRP and PAn, the enzymatic reaction of HRP with H2O2

as successfully analyzed by electrochemical SPR spectroscopy. The results show that this BLM supported on PAn film cannot only preserve the
ioactivity of HRP immobilized in the membrane, but also provide a channel for the transfer of electrons between HRP and PAn on electrode surface.
hese characteristics enabled the development of SPR biosensor for sensitively detecting H2O2. H2O2 has been detected by electrochemical SPR

pectroscopy in the concentration range of 5 × 10−5 M to 2 × 10−3 M. After each of detections, the SPR sensor surface was completely regenerated
y electrochemically reducing the oxidized PAn to its reduced state. This method provides a novel route for enhancing the detection of small ligand
f enzymatic reaction in BLM by electrochemical SPR spectroscopy.

2007 Elsevier B.V. All rights reserved.

tion

s
m
r
[
f
s
T
a
r
e
r

r
[

eywords: Electrochemical surface plasmon resonance; LBM; Enzymatic reac

. Introduction

Optical surface plasmon resonance spectroscopy is a pow-
rful tool for in situ real-time characterization of solid/liquid
nterfaces [1]. This technology has been widely used for the
tudy of interactions of biological molecules because of its char-
cters as a rapid, label-free, high selective and high sensitive
ssay method [2–7]. However, these researches mainly focus on
tudying the binding process between the large biomolecules,
he reaction process between the large biomolecules and their
mall ligands are seldom detected by SPR spectroscopy, because
he changes in the refractive index resulted from the binding
f small ligand are very small. Some methods have been used
o improve the sensitivity of SPR for detecting the reaction of

hese small ligands or other small molecules. The first method
mployed polymers with high molecular weights as a transduc-
ion layer to increase the changes in the refractive index at the

∗ Corresponding author. Tel.: +86 431 85262101; fax: +86 431 85689711.
E-mail address: dongsj@ns.ciac.jl.cn (S. Dong).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.11.062
ensing interface triggered by small molecules [8]. The second
ethod utilized the optoelectronic response of inorganic mate-

ial to enhance SPR signal for detection of small biomolecules
9,10]. The third method reported in literature utilized the con-
ormational change of macromolecules or proteins switched by
mall molecules to amplify the change of SPR signal [11,12].
he fourth method was the use of a high molecular weight lig-
nd that competing with the small molecular weight analyte for
eceptor binding [13]. Here, we propose a novel way by utilizing
lectrochemical SPR spectroscopy [14] to detect an enzymatic
eaction in BLM.

As well known, HRP is able to oxidize PAn film without
equiring the intervention of any additional mediator species
15]. This enabled the development of electrochemical biosen-
or for detecting H2O2. A serious problem in the application
f this system is how to immobilize enzyme on the surface
f electrode with high stability and enzymatic activity. It has

een confirmed that modification of electrode by lipid can sub-
tantially preserve the bioactivity of enzyme and improve the
ensitivity and stability of a biosensor because of the character-
stic of BLMs [16]. The heme proteins have been embedded in
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LMs and the corresponded biosensors have been constructed
17]. However, these biosensors were mainly characterized by
lectrochemistry, electrochemical SPR spectroscopy has never
een used to detect the capability of these biosensors constructed
y embedding enzyme in BLMs for the binding of small lig-
nds with the enzyme. Herein, we prepared a BLM containing
RP on a SPR gold substrate modified by PAn film, and inves-

igated the preparation process of this composite film by SPR
pectroscopy. Furthermore, we evaluated the enzymatic reac-
ion between HRP and H2O2 by electrochemical SPR spectro-
copy.

. Experimental

.1. Reagents

Aniline (Beijing Chemical, 99.7%) was used after distillation,
itric acid (99.5%) and H2O2 (30%) (Beijing Chemical) were
sed without further purification. Horseradish peroxidase (HRP)
as purchased from Beijing Dingguo Biotechnology Devel-
pment Center. 1,2-Distearoyl-sn-glycerol-3-phosphoglycerol,
odium salt (DSPG) was obtained from sigma and was used
s received. Stock solutions of H2O2 with different concentra-
ions were freshly prepared each day. All solutions were made
ith deionized water, which was purified with a Milli-Q system

Millipore).

.2. Preparation of the enzyme membranes

PAn film was deposited by cycling the potential between−0.2
nd 0.9 V with a scan rate of 0.02 V/s in 0.05 M aniline of 0.1 M
2SO4 solution. After a cyclic potential was performed, another

yclic scan was followed and the anodic limit was adjusted to
.8 V to lower the production of unwanted byproducts. The
hickness of PAn film measured was 10.5 nm. Vesicles doped
ith HRP were prepared by dissolving HRP into the 0.50 mg/ml
SPG vesicle solution with a final concentration of 2 mg/ml.

he dispersion obtained was coated over the PAn film in a Teflon
uvette at room temperature for 2 h. Finally, the resulted enzyme
embrane was washed with acetate buffer solution of pH 5.4,

nd stored in the buffer solution.

a
P
fi
H

Fig. 1. The configuration and the reaction mechanism of th
5 (2008) 666–670 667

.3. In situ SPR electrochemical measurements

SPR measurements were performed with a home-built elec-
rochemical SPR system [18]. The SPR-active substrates were
repared by sputtering of gold (∼42.7 nm) to the surface of
lass slide that was modified with an underlayer of chromium
∼1.5 nm). For further experiments, SPR-active gold film
leaned through piranha solution was pressed onto the base of
half-cylindrical lens via index matching oil. The gold surface
f the glass slide mounted against the Teflon cell with use of
Kalrez O-ring was used as SPR sensor surface and also a
orking electrode (the apparent electrode area was 0.38 cm2).
he Teflon cell allowed for simultaneous recording of SPR and
lectrochemical data and applying of a voltage to the sample.

.4. Electrochemical experiments

Electrochemical experiments were carried out with a CHI800
lectrochemical system in a Teflon cell. The Teflon cell was
rovided with a saturated Ag/AgCl reference electrode and
platinum counter electrode. Electrochemical measurements
ere all recorded and reported vs. the KCl-saturated Ag/AgCl

eference electrode. All experiments were done at room temper-
ture. Buffers were purged with highly purified nitrogen for at
east 20 min prior to a series of experiments.

. Results and discussion

.1. Electrochemical SPR spectroscopy characterization of
he enzyme membrane preparation

In our previous work, we have confirmed that conducting
olymer film can be served as a strong support for s-BLM [19].
ere, we further utilized electrochemical SPR spectroscopy to
etect enzymatic reaction in BLM based on electron commu-
ication between the enzyme immobilized in BLM and PAn.
he configuration of enzyme membrane and the reaction mech-

nism of this enzymatic reaction were shown in Fig. 1. In detail,
An film was firstly electrodeposited on the surface of SPR gold
lm. And then, the DSPG bilayer lipid membrane containing
RP was formed on the surface of PAn film by vesicles fusion.

is biosensor for detecting surface enzymatic reaction.
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Fig. 2. SPR reflectivity and minimum reflectivity angle curves in situ recorded
after various surface modification steps. (0) The bare SPR gold film. (1) The
R–θ curve of the PAn film at reduced state. (1′) The R–θ curve of the PAn film
at oxidized state. (2) The changes of SPR R–θ curve after BLM containing HRP
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Fig. 3. The change of SPR kinetic curve during continuously electrochemically
scanning in pH 5.0 acetate buffer. The angle of incidence was fixed at 65◦.
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ere deposited on the surface of PAn film (at reduced state). (2′) The changes
f SPR R–θ curve after BLM containing HRP were deposited on the surface of
An film (at oxidated state).

he preparation process of the enzyme membrane was in situ
onitored by SPR R–θ curves. As shown in Fig. 2, the R–θ curve

f bare Au was recorded as curve 0. The minimum of the R–θ
urve shifts to higher angle after PAn film was electrodeposited
n SPR gold film. The R–θ curves of the PAn film before and
fter electrochemical oxidation were recorded as curve 1 and
urve 1′, respectively. Compared curve 1 and curve 1′, the SPR
–θ curve for the oxidized PAn film shows a slight shift to higher
ngle relative to that of the reduced PAn film, but a very distinct
hange occurs in the resonance depth of SPR curve. This change
hould be ascribed to the change of PAn film in the optical prop-
rty resulting from the conductivity change of the PAn film.
any works had discussed the conductivity change of PAn film
ith potential in a buffer solution of pH 5, and demonstrated that

here exists a fast and reversible transition in the conductivity
round +0.28 V corresponding to a redox transition between a
onducting state, emeraldine, and an insulating state, pernigrani-
ine [20]. Curve 2 shows the change of SPR R–θ curve after BLM
ontaining HRP was deposited on the surface of PAn. The SPR
ngle increased about 0.88◦ obtained by the Software fitting. In
rder to confirm the formation of BLM, we further simulated
he thickness of BLM by nonlinear least-squares method. At a
avelength of 670 nm, the refractive index values used for the
PR modeling calculations are 1.61 and 1.3301 for BaK4 lens
nd water, respectively. The real part of the refractive index used
or bulk gold film is 0.1288, and the imaginary part of the refrac-
ive index is 3.8627. The thickness of bulk gold film is estimated
s 42.7 nm. The optical constants PAn film is known as 1.51 [21]
nd its thickness is estimated as 10.5 nm. The refractive index
f the lipid is about 1.45 [22]. Based on these parameters, the
hickness of BLM is estimated as 9.5 nm. This value is larger
han the predicted thickness for a planar bilayer (roughly 5 nm
hick). The main reason is originated from the mixed morphol-

gy of the lipid structure deposited on the surface of PAn film.
ccording to the results reported by Cheng et al. [23], the com-
osite structure consisting of a bilayer, vesicle fragments, and
ipid junctions can be formed on some patterned pocket or sub-

d
s
s
r

trate. The thickness of BLM possessing this structure is larger
han a general BLM, and this BLM is not highly insulating.

e also observed this character in our experimental results by
lectrochemical SPR spectroscopy through analyzing the redox
hange of PAn film before and after BLM deposited. Curve 2
nd curve 2′ are the SPR R–θ curve for the reduced and oxi-
ated PAn after BLM containing HRP was deposited. In general,
he formation of close packed BLM would strongly block the
ransfer of electrons and protons between the substrate electrode
nd solution. So the number of protons needed under the redox
hange of PAn film would be limited by the ion transfer ability
f BLM deposited on the surface of PAn film. Thus, the change
f SPR reflectivity minimum between the reduced and oxidized
An film would disappear if a close packed BLM was formed.
owever, we can see an obvious change of SPR reflectivity min-

mum in curve 2 and curve 2′. This change is slightly smaller
han that of the value at simple PAn film shown in curve 1 and
urve 1′. This minor change in the resonance depth maybe results
y an increase in the extinction coefficient k, a measure for the
bsorptivity of a medium. Since the BLM are non-absorbing
t 670 nm, we attribute the apparent increase in k to scattering
ffects [22]. This is likely caused by the insertion of HRP into
he membrane. These results confirmed that this composite film
s not highly insulating. This low-insulating character can be
lso observed from the SPR kinetic curves during the modula-
ion process between the state of the reduced and oxidized PAn
lm. Fig. 3 is the change of SPR kinetic curve during contin-
ously electrochemically scanning in acetate buffer of pH 5.0.
e can see that the reflectivity is changed from 0.24 to 0.44 with

he potential scanning from 0 to 0.34 V. It shows that the proton
ommunion between PAn film and solution is produced during
he process of potential scanning. We can also find amplitude
f potential-modulated reflectivity minimum does not change
uring the process of scanning. It means this mixed membrane
upported on PAn film surface is rather stable, and the SPR sen-
or surface was completely regenerated by electrochemically
educing the oxidized PAn to its reduced state.
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chemically reducing the oxidized PAn to its reduced state. These
results demonstrate that SPR technology combined with electro-
chemical method is a good technique to investigate enzymatic
reaction.
Fig. 4. Typical AFM images of the bare gold (A), the electropoly

.2. AFM characterization of the enzyme membrane
orphology

Except for SPR method, AFM was also used to character the
ormation process of this enzyme membrane. As convinced by
FM, the gold surface seemed to be smooth with a low RMS

oughness (about 1.179 nm) in Fig. 4A. The RMS roughness
as increased to 10.08 nm as PAn film with a globular morphol-
gy was formed on the surface of gold substrate (Fig. 4B). The
ncrease of rms roughness mainly comes from the uneven grow-
ng of PAn film. On the other hand, the self-assembly of DSPG
nduced a smoother topography than that of the PAn film with
ms roughness decreasing from 10.08 to 5.213 nm (Fig. 4C),
howing the deposition of BLM onto the PAn surface across the
An film.

.3. Electrochemical SPR detection of enzymatic reaction
etween HRP and H2O2

Previous works demonstrated that HRP could reconstitute
nto lipid bilayer and showed its expected bioactivity for electro-
atalyzing H2O2. However, this process is difficult to be detected
y SPR spectroscopy because the refractive index change in the
eaction process between HRP and H2O2 is quite small. There-
ore, in our case, PAn film is used as underlying substrate for
upporting BLM. If HRP is reconstituted into the BLM and con-
acts with PAn film, the enzymatic reaction of HRP with H2O2
hould be observed by detecting the redox transformation of
An film resulting in the electron exchange between HRP and
An [15]. SPR kinetics curve is used to investigate the catalytic
esponses of this enzyme substrate to H2O2 in solution. In order
o confirm the change of SPR response is resulted from the enzy-

atic reaction between HRP and PAn in the presence of H2O2,
he comparison experiments containing the reactions of PAn film
ith H2O2 and PAn film supported BLM with H2O2 were car-

ied out, respectively. The angle shifts in R–θ curves were not

bserved in these two experimental conditions (the curves were
ot shown). Fig. 5 depicts the SPR kinetics curves at different
2O2 concentrations. In the presence of H2O2, the reflectiv-

ty remains unchanged because no redox transformation of PAn

F
i
t

ed PAn layer (B) and PAn supported BLM containing HRP (C).

lm occurred. After adding H2O2, the reflectivity would change
ith the concentrations of H2O2. When a lower concentration of
2O2 is used, a smaller slope of SPR kinetics curve is obtained,

nd it means a smaller transformation rate. From Fig. 5, we
lso observe the response time of the enzymatic reaction for
2O2. It should be pointed out that the response time (∼350 s)

n present system is slower than the results reported by Iwasaki
t al. (∼100 s). This is because the number of protons needed
y the redox change of PAn film is limited by the ion transfer
bility of BLM deposited on the surface of PAn film. Although
his BLM is none highly insulating, it produce a block effect
or proton transfer between PAn and solution. That is why the
esponse time of the SPR biosensor is longer than the other SPR
iosensors. From another point of view, this longer response
ime is in favor of extracting the accurate slope of SPR kinetic
urves. A good linear relation between H2O2 concentrations and
he slope of SPR kinetic curves is obtained. As shown in the inset
f Fig. 5, H2O2 was successfully detected in the concentration
ange of 5 × 10−5 M to 2 × 10−3 M. After each of detections,
he SPR sensor surface was completely regenerated by electro-
ig. 5. SPR kinetics curves at various concentration of H2O2. The angle of
ncidence was fixed at 65◦. Inset: calibration plot of H2O2 concentration with
he slope of SPR kinetics curves.
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. Conclusions

We described in this paper an effective method for detect-
ng enzymatic reaction of enzyme with small molecules by
lectrochemical SPR spectroscopy. This method utilizes the
ptoelectronic switch of redox polyaniline to amplify the SPR
ignal. Particularly, we have analyzed the catalytic reaction
etween H2O2 and HRP immobilized in BLM and success-
ully detected the concentration of H2O2 by SPR. These results
how the BLM supported by PAn film is a proper substrate
or detection of enzymatic reaction by electrochemical SPR
ethod. Furthermore, this electrochemical SPR method pro-

ides a potential application for detecting proton transition in
LMs.
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bstract

Glucose biosensors are key components of closed-loop glycaemic control (insulin delivery) systems for effective management of diabetes.
y providing a fast return of the analytical information in a timely fashion, such sensors offer direct and reliable assessment of rapid changes

n the glucose level, as desired for making optimal and timely therapeutic interventions in cases of hypo- and hyperglycemia. The majority of
ensors used for continuous glucose monitoring are amperometric enzyme electrodes. The successful realization of closed-loop glycaemic control
equires innovative approaches for addressing major challenges of biofouling, inflammatory response, calibration, stability, selectivity, power,
iniaturization, common to other remote sensor systems. The goal of this review article is to demonstrate how these challenges are being addressed
owards achieving reliable continuous subcutaneous monitoring of glucose. While the concept is presented here in connection to the management
f diabetes, such loop-based individualized integrated (sensing/release) medical systems should lead to a fine-tune drug therapy and should have
n enormous impact upon the treatment and management of different diseases.

2007 Elsevier B.V. All rights reserved.
eywords: Glucose; Enzyme electrodes; Closed-loop system; Diabetes; Drug delivery; Remote sensing
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. Introduction
betes management. Commonly used blood-glucose fingerstick
self-testing is limited by the number of tests per day it permits,
Diabetes affects about 200 million people worldwide. The

rowing global demands for managing diabetes make glucose
he most commonly tested analyte in clinical diagnostics. Tight
lucose monitoring is an essential component of modern dia-

∗ Tel.: +1 480 727 0399; fax: +1 480 727 0412.
E-mail address: joseph.wang@asu.edu.

h
t
s
r
p
f
a

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.023
ence resulting in a poor approximation of blood glucose varia-
ions. Continuous monitoring is thus highly desired for detecting
harp changes in the glucose level and triggering proper cor-
ective action in cases of hypo- and hyperglycemia [1,2]. By

roviding a fast return of the analytical information in a timely
ashion, such monitoring capability offers direct and reliable
ssessment of the trends and patterns of the blood glucose level.
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ig. 1. Key components of closed-loop diabetes management system using the ‘
nformation to the insulin pump, and a computer algorithm controls the amount

Modern closed-loop glycaemic control systems, currently
eing developed by various organizations across the globe,
ntegrate the glucose-sensing element with an insulin-delivery
eedback loop (along with a data processing and energy source)
or optimal dose of insulin (Fig. 1). Such integrated diabetes
anagement systems rely on the ‘Sense and Act’ feedback-loop

pproach to enable appropriate corrective action via optimal and
imely dosing. The sensor thus relays the information to the
ump that dispenses the right amount of insulin. The informa-
ion will also be transmitted by telemetry to a remote desktop
t the user’s physician office. This sense/release glycaemic con-
rol system represents the first example of an individualized drug
dministration system for optimal therapeutic intervention [3,4].
uch response to distinct changes in the body chemistry of each
erson offers unique opportunity to deliver personalized medical
are. The development of such responsive drug-delivering sys-
ems is expected to dramatically change patient monitoring, in
eneral, and diabetes management, in particular. One can envis-
ge a time when the release of different potent drugs could be
ontrolled by a microprocessor, in response to information fed
ack from a biosensor, though there are many technological chal-
enges to be overcome before this attractive therapeutic route
ecomes a reality.

Glucose biosensors are key components of closed-loop gly-
aemic control systems, essential for optimal frequency and
ose of insulin. Minimally invasive amperometric enzyme
lectrodes offer the greatest promise for tight management
f diabetes. Similar to other remote sensor systems (dis-
ussed in this special issue), implantable in vivo biosensors
an be regarded as remote sensors as they cannot be directly
ccessed, and must operate reliably and continuously under
arsh conditions. In vivo glucose biosensors thus share
imilar issues and challenges as other remote sensors, includ-
ng long-term stability, inflammatory (biofouling) processes,
alibration, selectivity, oxygen dependence, miniaturization,

ommunication, and power requirements. While conventional
lectrochemical measurements of glucose in the laboratory
nvironment rely on short electrode-sample exposure times,
long with convenient quantitation (via standard additions),

i
a
t
e

and Act’ approach for optimal insulin delivery. The sensor relays the analytical
sulin delivered.

nd replacement of the electrode (in connection to a benchtop
nalyzer), continuous in vivo sensing must overcome major tech-
ical difficulties (associated with the continuous exposure to the
iological fluid) and rely on miniaturized instrumentation and
mplantable power.

The goal of this article is to demonstrate how these chal-
enges can be addressed towards reliable continuous monitoring
f glucose. It is not a comprehensive review on in vivo glu-
ose biosensors, but rather an article discussing solutions to
he key obstacles for such continuous subcutaneous monitor-
ng and towards effective closed-loop glycaemic control. While
he discussion is focused on subcutaneously implantable in vivo
lucose sensors, it has broad implications to a wide range of
nzyme electrodes for continuous in vivo monitoring and upon
he management of other diseases in connection to responsive
rug delivery systems.

.1. Subcutaneous glucose monitoring

A wide range of possible in vivo glucose biosensors has
een designed as important tools in maintaining glucose lev-
ls close to normal. The majority of these glucose sensors are
mperometric enzyme electrodes based on the glucose-oxidase
GOx)-catalyzed oxidation of glucose by oxygen [2,5]:

lucose + O2
glusoce oxidase−→ gluconic acid + H2O2 (1)

and upon amperometric (anodic) detection of the hydrogen
eroxide product:

2O2
electrode−→ O2 + 2H+ + 2e− (2)

Most in vivo devices rely on such mediatorless-based detec-
ion of hydrogen peroxide due to potential leaching and toxicity
f the mediator. The first application of such devices for in
ivo glucose monitoring was demonstrated by Shichiri et al.

n 1982 [6]. Shichiri’s needle biosensor relied on a platinum
node held at +0.6 V (vs. a silver cathode), which was used
o monitor the enzymatically produced hydrogen peroxide. The
nzyme (GOx) entrapment was accomplished in connection with
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cellulose-diacetate/heparin/polyurethane coating. However,
ue to major challenges (particularly biocompatibility, dis-
ussed below) most recent activity towards continuous glucose
onitoring has shifted to the development of subcutaneously

mplantable needle-type electrodes [1,2]. The subcutaneous
issue is minimally invasive and its glucose level has been
hown to correlate with the blood glucose concentration. Such
mplantable devices track blood glucose levels by measuring the
lucose concentration in the interstitial fluid of the subcutaneous
issue (assuming the ratio of the blood/tissue levels is constant).
ubcutaneously implantable biosensors rely on insertion of a
hort needle into the skin (in the abdomen or upper arm), yield a
eading every 1–2 min, and provide an alarm when glucose lev-
ls become too low or too high. The implanted device, designed
o function for about 3–5 days between replacements, is small
nough to be painlessly replaced by the user. Success in this
irection has reached the level of short-term human implantation
7–9]; continuously functioning devices, possessing adequate
>1 week) stability, are expected in the near future. Such devices
ould enable a swift and appropriate corrective action (through a

losed-loop insulin delivery system), in connection to advanced
omputer algorithms. Such algorithms correct also for the tran-
ient discrepancies (short time lag) between blood and tissue
lucose concentrations when the blood glucose concentration
apidly increases rapidly or decreases.

.2. What are the requirements and limitations?

The major requirements of clinically accurate in vivo glucose
ensors have been discussed in several review articles [2,10].
he ideal sensor would be one that provides a reliable real-time
ontinuous monitoring of glucose with high selectivity, speed,
nd stability. The major challenges for meeting these demands
nclude of rejection of the sensor by the body, miniaturiza-
ion, long-term stability of the enzyme, and transducer, oxygen
eficit, in vivo calibration, short stabilization times, baseline
rift, safety, power, and convenience. Potential errors in the mea-
ured glucose concentration (due to biofouling and oxygen or
lectroactive interferences) can have an adverse effect upon the
ight therapeutic intervention (i.e. optimal insulin dose).

The sensor must be of a shape and small size that allows con-
enient implantation and results in minimal discomfort. Sensors
ith outer diameter smaller than 450 �m (i.e., needles smaller

han 26-gauge) are essential to meet these demands. Such minia-
urization of in vivo sensors is not trivial. The fabrication
f subcutaneously implanted needle-type sensors commonly
nvolve controlled deposition of an inner permselective coating,
ollowed by the enzyme layer, and an outer layer that renders
biocompatible interface and mass transport control (Fig. 2).
uch placement of the sensor on the needle shaft (rather than at

he tip) facilitates the membrane coating.

.2.1. Inflammatory and biofouling processes

Implanted glucose sensors are subject to undesirable inter-

ctions between the sensor surface and biological medium that
ause deterioration of the sensor performance, and proved to be
he major barriers to the development of reliable implantable

[
m
E
a

a) Teflon-coated Pt–Ir wire; (b) Teflon tip; (c) sensing cavity; (d) Ag/AgCl
eference electrode; (e) heat-shrinkable tubing; (f) reference electrode terminal;
g) working electrode terminal (from Ref. [11], with permission).

evices. These adverse effects include both the material (sen-
or) and host (tissue) response. The inflammatory ‘foreign-body’
esponse is characterized with problems such as bacterial adhe-
ion and scar tissue formation. Such build-up of tissue around
he sensor, as a result of its implantation, affects diffusion to the
ensor and changes the glucose concentration in the immediate
icinity of the sensor. Prolonged operations in complex biologi-
al fluids are complicated also by surface fouling by co-existing
acrobiomolecules (e.g., serum albumin) that suppresses the

lucose response.
Recent avenues for improving the biocompatibility of in vivo

lucose sensors focused on designing interfaces that resist bio-
ouling [2,12]. These include a controlled release of nitric oxide
NO) [12–14], use of outer coatings (such as polyethylenegly-
ols or Nafion) that exhibit low protein adsorption [15,16], or
o-immobilization of the anticoagulant heparin [17]. The former
s attributed to the discovery that NO is an effective inhibitor of
latelet and bacterial adhesion. Despite of these developments,
ost glucose biosensors still lack the biocompatibility neces-

ary for reliable prolonged operation in whole blood, and hence
ely on alternative sensing sites, particularly the subcutaneous
issue.

.2.2. Selectivity
The amperometric measurement of the hydrogen-peroxide

roduct of the GOx reaction (Eq. (2)) requires application of a
otential at which co-existing reducing species, such as ascor-
ic, and uric acids and some drugs (e.g., acetaminophen), are
lso electroactive. The anodic contributions of these and other
xidizable endogenous constituents can compromise the selec-
ivity and hence the overall accuracy of measurement (and the
ptimal insulin delivery). Considerable efforts have thus been
evoted to minimizing the interference of co-existing electroac-
ive compounds.

One useful strategy for minimizing electroactive interfer-
nces is to use a permselective coating that minimizes the
ccess of these constituents towards the transducer surface. Dif-
erent polymers, multi-layers and mixed layers, with transport
roperties based on charge, size or polarity, have been particu-
arly useful for excluding co-existing electroactive compounds

16,18–20]. Such films exclude also surface-active macro-
olecules, hence protect the surface and impart higher stability.
lectropolymerized films, particularly poly(phenelendiamine)
nd overoxidized polypyrrole, have been shown to be very effec-
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biofuel cells or batteries, currently being developed for address-
ing this challenge, offer an attractive approach for powering the
autonomous sensor-transmitter system [26]. Heller’s group has
engineered a tiny membraneless glucose–oxygen biofuel cell,
J. Wang / Talant

ive for imparting high selectivity (based on size exclusion) while
onfining GOx onto the surface [18,19].

.2.3. Calibration
A critical issue in continuous glucose sensing, and all in

ivo biosensors, is the calibration of the system. This is par-
icularly crucial when the data form the basis for triggering a
apid therapeutic intervention. The challenge of calibrating in
ivo glucose biosensors is not a trivial process and involves
ransformation of the time-dependent current signal i(t) into an
stimation of glucose concentration at time t, CG(t). This can
e accomplished through one- or two-point calibration proce-
ures [20,21]. A “one-point” in vivo calibration can be used for
ighly selective sensors, having a zero output current at zero
lucose concentration [20]. In the one-point calibration proce-
ure, the sensor sensitivity S is determined from a single blood
lucose determination as the ratio between the current signal i
nd the blood glucose concentration CG. Subsequently, the glu-
ose concentration can be estimated at any time from the current
as CG(t) = i(t)/S. Such one-point calibration protocol has been
hown useful even when glucose concentration changes rapidly.
owever, if the intercept i0 is not negligible, a two-point cal-

bration procedure is essential [21]. The two-point calibration
nvolves estimate of two parameters: the sensor sensitivity S,
xpressed in nA/(mg/dl), and the intercept i0, corresponding to
he sensor output (current, expressed in nA) axis, observed in the
bsence of glucose. Addition of another (non-enzyme) electrode
as also suggested for estimated the exact background current

0 [22].

.2.4. Oxygen dependence
Another key issue in the practical utility of GOx-based in

ivo enzyme electrodes is the dependence of the response upon
he level of the oxygen cofactor. Such oxygen demand can lead
o major errors due to fluctuations in oxygen tension and the
toichiometric limitation of oxygen (Eq. (1)). These errors result
n fluctuations in sensor response and a reduced upper limit of
inearity. This limitation, known as the “oxygen deficit”, reflects
he fact that normal oxygen concentrations are about one order
f magnitude lower than the physiological level of glucose.

Several avenues have been proposed for addressing this oxy-
en limitation. These include proper coverage that improves the
vailability of oxygen to the enzyme region (relative to glu-
ose) [23,24], or designing oxygen-rich biocomposite electrode
aterials [25].
In particular, Gough’s group [23] developed a two-

imensional sensor design, with an outside silicone rubber,
hich is impermeable to glucose but highly permeable to oxy-
en. This provides a two-dimensional oxygen supply the enzyme
egion (both radial and axial) but only one dimensional supply
f glucose. Zhang and Wilson [24] designed a membrane cover-
ge that improves the relative surface availability of oxygen by
resenting a diffusion barrier to the substrate.
The second route for minimizing the oxygen limitation relies
n oxygen-rich electrodes to provide an internal supply of oxy-
en. Carbon-paste enzyme electrodes based on oxygen-rich
uorocarbon-oil pasting liquids have been particularly useful for
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his task [25]. Such oxygen-rich biocomposites act as an inter-
al source of oxygen and can support the enzymatic reaction
nder severe oxygen-deficit conditions, including oxygen-free
olutions.

.2.5. Integration and power source
The sensing and delivery system must couple its high

erformance with minimal space and power requirements. Mod-
rn closed-loop glycaemic control systems, e.g., of Minimed
edtronic or Abbott Inc., integrate the glucose sensing element
ith a data processing and energy source for optimal delivery
f insulin (Fig. 1). The pager-sized glucose monitor thus trans-
its its data straight to the insulin pump, that uses a computer

lgorithm to calculate the rate and timing of insulin release for
ptimal therapeutic intervention. Such systems offer a 3–5-day
eriod of subcutaneous glucose monitoring, with measurement
f tissue glucose every 3–5 min. An alarm capability is included
o alert the individual of very low or high glucose levels. One
ttractive approach to implement such closed-loop system is to
se two easily replaceable communicating patches (on the skin),
ne with the implanted sensor–amplifier–transmitter and the sec-
nd with the RF receiver, insulin reservoir, a pump, battery, and
ubcutaneously implanted drug implant [3] (Fig. 3).

While substantial progress has been made towards shrinking
he electronic package, reducing the size of the power source
emains a major challenge. Miniaturized power sources, such as
ig. 3. Future sense/release glycaemic control feedback-loop medical system
ased on two easily replaceable communicating patches on the skin, one with
he implanted glucose biosensor–amplifier–transmitter and the second with the
F receiver, insulin reservoir, a pump, battery, and subcutaneously implanted
rug implant.
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[18] S. Emr, A. Yacynych, Electroanalysis 7 (1995) 913.
ig. 4. Segment of a miniature biofuel cell, consisting of mediated enzymes
mmobilized on 7-�m diameter carbon fibers (from Ref. [27], with permission).

ased on implantable 7 �m carbon fiber anode and cathode,
oated with GOx and laccase or bilirubin oxidase, respectively,
nd wired with osmium-based redox hydrogels [27]. The pho-
ograph of Fig. 4 shows portion of the anode and cathode of
uch miniature biofuel cell (Fig. 4). Unlike conventional fuel
ells, the selectivity of the enzyme catalysts eliminates the need
or separating the biocatalytic electrodes from the physiological
uid. The toxic and corrosive components of batteries require
pecial attention in connection to potential in vivo use of such
mplantable power sources [26]. Commonly used batteries are

uch larger than the glucose sensor itself, and often rely on a
arge case. Case-less miniature Zn–AgCl batteries (with anode
iameters down to ca. 100 �m) were developed by Shin et al.
28]. The power source, the implanted sensor, and related cir-
uitry would eventually be packaged in a miniature disposable
nit [29]. Such implantable power can benefit other implantable
evices (e.g., cardiac pacemakers) for other life-threatening dis-
ases.

Such next-generation of implantable glucose sensors will
ive continuous readout that can be read from remote desktops
t the clinic or hospital, compared to the patient’s record, and
llows the physician to follow closely changes in the patient’s
ealth.

. Conclusions

This article discusses solutions to the key obstacles for
ontinuous subcutaneous glucose monitoring towards effective

losed-loop glycaemic control. In vivo glucose sensors are truly
emote devices, in that they cannot be directly accessed and
re subject to similar issues of long-term stability, biocom-
atibility, calibration, communications, and power, common to

[

[
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ther remotely deployed analytical devices. A major progress
as been made over the past two decades for addressing suc-
essfully these challenges to reliable glucose monitoring and
owards integrating these devices with an insulin-delivery feed-
ack loop. Such advances should minimize short-term crises and
ong-term complications of diabetes and would lead to improved
uality and length of life for people with diabetes. In addition
o minimally invasive subcutaneous glucose monitoring, efforts
ontinue toward the development chronically implanted devices
aimed at functioning reliably for periods of 6–12 months) and
owards non-invasive glucose sensing. This non-invasive route
or continuous glucose monitoring is expected to eliminate the
hallenges associated with implantable devices. Different routes
or “collecting” the glucose through the skin are currently being
xamined by various groups and companies in connection to
uch non-invasive glucose testing. The wearable glucose moni-
or (GlucoWatch Biographer), based on the coupling of reverse
ontophoretic collection of glucose and amperometric biosensor
unctions [30] represents an attractive route in this direction.

The ‘Sense and Act’ route for diabetes management system
epresents the first example of an individualized drug adminis-
ration system for optimal therapeutic intervention [3,4]. Such
rug-delivering medical feedback loop systems are expected
o revolutionize patient monitoring by enabling personalized

edicine in connection to different diseases and conditions.
hough there are still many technological challenges to be over-
ome before this becomes a reality, one can envisage a time when
he release of a potent drug could be controlled by a micropro-
essor, in response to information fed back from a biosensor.
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bstract

The development of reliable in vivo chemical sensors for real-time clinical monitoring of blood gases, electrolytes, glucose, etc. in criti-
ally ill and diabetic patients remains a great challenge owing to inherent biocompatibility problems that can cause errant analytical results
pon sensor implantation (e.g., cell adhesion, thrombosis, inflammation). Nitric oxide (NO) is a well-known inhibitor of platelet activation and
dhesion, and also a potent inhibitor of smooth muscle cell proliferation. In addition, NO mediates inflammatory response and promotes angio-
enesis. Polymers that release or generate NO at their surfaces have been shown to exhibit greatly enhanced thromboresistance in vivo when
n contact with flowing blood, as well as reduce inflammatory response when placed subcutaneously, and thus have the potential to improve
he biocompatibility of implanted chemical sensors. Locally elevated NO levels at the surface of implanted devices can be achieved by using
olymers that incorporate NO donor species that can decompose and release NO spontaneously when in contact with physiological fluids, or

O-generating polymers that possess an immobilized catalyst that decompose endogenous S-nitrosothiols to generate NO in situ. The potential
se of such NO-releasing/generating materials for preparing in vivo sensors implanted either intravascularly or subcutaneously, is examined in this
eview.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The care of critically ill hospitalized patients requires fre-
uent and accurate measurements of arterial blood gases
pH, PO2, PCO2), electrolytes (Na+, K+, Ca2+) and glu-
ose/lactate levels in undiluted whole blood. To date, such
alues are usually obtained from in vitro tests using dis-
rete blood samples drawn intermittently from patients and
nalyzed on benchtop instruments or smaller point-of-care
evices [1–3]. However, intermittent sampling can miss events
hat can be life-threatening to the patient. Indeed, isolated
easurements are not able to provide the desired real-time
onitoring of minute-to-minute physiological changes that can

ccur in unstable critically ill patients [2]. Therefore, continu-
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ammatory response

us intravascular sensing of clinically important species would
e of great value to improve the quality of health care for such
atients.

At the same time, reliable in vivo monitoring of glucose
oncentrations in blood or the interstitial fluid could signifi-
antly enhance the quality of life for millions of non-hospitalized
atients with diabetes mellitus. A successful implantable glu-
ose sensor must: (i) be small enough to be placed intravascularly
r subcutaneously; (ii) provide long-term stable analytical sig-
als so that re-calibration can be minimized; (iii) yield accurate
easurements of glucose that correlate well with in vitro tests

ased on discrete blood samples so that therapeutic action can
e taken based on the measured values (e.g., infusion of insulin);
iv) be compatible with the biological environment in which it
s implanted (i.e., ‘biocompatible’).

Advances in the miniaturization of optical and electrochemi-

al sensors for blood gases, electrolytes and glucose/lactate have
ade it possible to place such devices within blood vessels or

nder the skin. However, despite significant efforts toward devel-
ping implantable intravascular and/or subcutaneous chemical
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ensors suitable for continuous in vivo monitoring, the routine
linical use of such devices has not yet been realized. The major
hallenge to be overcome for success in this area is the erratic
nalytical results obtained from sensors implanted in vivo. Errant
nalytical results are generally attributed to the adverse biolog-
cal responses to such implanted devices [2–5], which usually
elates to the lack of biocompatibility of the implanted optical
r electrochemical probes.

The biocompatibility of an implantable medical device refers
o the ability of the device to perform its intended function,
ith the desired degree of incorporation within the host, with-
ut eliciting any undesirable local or systemic effects in that
ost [6]. The biological response to implanted sensors depends
argely on the site of implantation. Intravascular placement
s the most desirable for blood chemistry measurements. The
iocompatibility problems associated with sensors implanted

ntravascularly have been reviewed previously [1–3,7]. When
n intravascular sensor is in contact with blood, the initial bio-
ogical response is the rapid adsorption of plasma proteins (e.g.,
brinogen, fibronectin and von Willebrand’s factor (vWF)) onto

w
m
i
M

ig. 1. (a) Sequence of events leading to thrombus formation on surface of intrava
easurements of blood gases/pH due to cell adhesion and/or low blood flow at impla
ta 75 (2008) 642–650 643

he surface, followed by the adhesion and activation of platelets
see Fig. 1a) [8]. Once activated, platelets undergo shape change
nd secretion of their granular contents. The activated platelet
s a key player in the coagulation cascade and will ultimately
ead to the formation of a blood clot on the surface of the device
9]. Such biofouling of the sensing membrane can restrict the
iffusion of analyte to the sensor surface [10]. Moreover, the
etabolic activities of adhered cells consume oxygen and glu-

ose while producing carbon dioxide, thus changing the local
oncentration of blood gases and glucose levels sensed by the
mplanted device [5]. Fig. 1b illustrates the typical patterns of
eviation for sensors implanted intravascularly. Even a mono-
ayer of cells adhered onto the sensor surface is sufficient to
roduce the behavior illustrated in Fig. 1b.

Similar patterns of deviation can also be observed when blood
ow is reduced in the blood vessel where the sensor is placed, or

hen the sensor touches the wall of blood vessels where inherent
etabolism of endothelial cells can affect sensor performance

n the same way as adhered blood cells (“wall effect”) [2,5].
oreover, thrombus formation in patients can occur randomly

scularly implanted sensor and (b) subsequent deviations in implanted sensor
nt site.
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ince it also depends on factors such as the native coagulation
ropensity of a particular patient and the velocity of blood-flow
ithin the lumen of the vessel in which the sensor is placed. The
npredictability of intravascular sensor performance due to these
iological factors makes the resulting measurements unreliable,
reventing timely therapeutic intervention.

Sensors implanted under the skin (subcutaneous measure-
ents), such as those often developed for monitoring glucose

evels, do not encounter the same issues of platelet activation
nd thrombus formation. However, such sensors are subject to
heir own biocompatibility problems, primarily from inflamma-
ory responses that can affect their accuracy. The size, shape and
hysical/chemical properties of the implanted devices contribute
o variations in the intensity and time duration of the inflam-

atory and wound-healing process [11]. Acute inflammatory
esponse starts immediately after sensor implantation as fluids,
lasma proteins and inflammatory cells migrate to the implant
ite [12]. The first event that occurs is protein adsorption, fol-
owed by the attack of phagocytic cells (neutrophils, monocytes
nd macrophages) on the implanted sensor, attempting to destroy
t. However, since the sensor is large, only ‘frustrated phagocy-
osis’ occurs [11,12]. Acute inflammatory response (24–48 h) is
haracterized by the predominance of neutrophils, which are
ater replaced by macrophages, monocytes and lymphocytes
uring the chronic inflammation stage [12]. Ultimately, fibrous
ncapsulation of the subcutaneously implanted device by pri-
arily macrophages and fibrin indicates the end-stage of the
ound-healing process.
The fibrous capsule can change the analyte levels in the vicin-

ty of the sensor through metabolic activities (e.g., faster glucose
onsumption). It also can affect the transport of analyte to the
ensor surface as well as that between the blood and the intersti-
ial fluid. This can lead to significant changes in the calibration
urve (i.e., lowering the sensitivity) as well as affecting the lag
ime of the sensor’s response to the fluctuations of glucose lev-
ls in bulk blood for both optical [13,14] and electrochemical
ensors [4,11,15]. Angiogenesis around the site of tissue injury
aused by implanted sensor is also part of the wound-healing
rocess. Since more blood vessels around the implanted sensors
ill facilitate the diffusion of the analyte from blood to the sub-

utaneous fluids (so interstitial fluid levels of the analyte more
losely resemble blood levels), the degree of angiogenesis after
mplantation will also influence the output of sensors placed
ubcutaneously [16].

. Strategies toward improving biocompatibility

.1. Surface modifications

The surface of an implanted device is thought by many to be
f critical importance in determining the in vivo performance
f any implant. Surface modification strategies employed to
ddress biocompatibility issues have been reviewed by Wis-

iewski et al. [10]. These approaches include hydrogel overlays,
hospholipid-based biomimcry, flow-based systems, Nafion
oatings, surfactants, covalent attachments, diamond-like car-
ons, and topology treatments. Surfaces with high water content

i
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re found to be more inert to protein adsorption and cell adhe-
ion as a result of low interfacial energy [17]. Hydrogels and
ther hydrophilic surface modifications are aimed at minimiz-
ng protein adsorption, since such adsorption initiates a series
f biological responses [8,12]. Biomaterials with the surface
mmobilized biological molecules, such as albumin [18], heparin
19], thrombomodulin [20], prostacyclin [21] and hyaluronic
cid [22] have all been shown to exhibit some effectiveness in
nhancing biocompatibility.

.2. Potential for utilizing nitric oxide (NO) with in vivo
ensors

Unfortunately, hydrophilic surfaces by themselves may
etard, but do not completely prevent the adsorption of proteins
n surfaces in vivo. Eventually, the proteins that can initiate
latelet adhesion/activation or those that mediate inflammatory
esponses will still adsorb onto the surface of the implanted sen-
or, leading to thrombus formation and/or inflammation. The
iological environments in which the sensors are implanted
nvolve a myriad of activities besides the cell surface expression
f certain molecules. In the case of the vascular endothelium,
hat lines the inner walls of all blood vessels (and is known to be
he best example of a completely non-thrombogenic surface), a
umber of active molecules such as thrombomodulin, prostacy-
lin, heparan sulfate, and nitric oxide (NO) are either expressed
t the surface or are continuously being secreted to mediate the
iological responses underlining biocompatibility [9].

Over the past 20 years, NO has received considerable interest
rom the pharmacological and biomedical research communities
wing to its diverse physiological functions as a protective, regu-
atory and signaling molecule involved in the regulation of blood
ressure, clotting, neurotransmission and immune response.
ndeed, NO is widely recognized as a key anti-platelet, anti-
nflammatory and vasodilating agent [23–27]. In addition, NO
s also known to inhibit bacterial growth [28,29] and promote
ngiogenesis [30].

Nitric oxide is produced endogenously from l-arginine and
xygen by enzymes known as nitric oxide synthases (NOS) [31].
O exerts its vasodilation and anti-platelet function by binding

o the heme iron of soluble guanylate cyclase and subsequently
ncreasing the production and intracellular concentrations of
yclic guanosine monophosphate (cGMP), a secondary messen-
er [32]. The endogenous concentration of NO as a dissolved gas
s very low (∼3 nM) [33]. Under physiological conditions, oxi-
ized NO (in the form of NO+ or N2O3) reacts with thiol groups
n cysteine or cysteine-containing peptides and proteins (e.g.,
lutathione, albumin and hemoglobin) to yield S-nitrosothiols
RSNOs) [34,35]. RSNOs act as carriers of NO in the body and
re thought to be responsible for the storage and bioavailability
f NO [33,36].

Vasoconstriction can occur at the site where the intravascular
ensor is implanted as a biological response to reduce bleed-

ng at the implant site. Meanwhile, platelets are activated and
ecruited to repair the vascular injury [37]. NO is synthesized
n the endothelial cells that line the wall of healthy blood vessel
nd diffuses in all directions. When NO reaches the underlying
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ascular smooth muscle cells, NO stimulates cGMP production
nd, in turn, decreases the Ca2+ levels in the smooth muscle cells,
eading to vascular relaxation [38]. Muscle relaxation allows the
lood vessel to dilate and lowers the blood pressure. NO also
iffuses into circulating platelets, especially when they approach
he surface of the endothelium. Platelet activation is also Ca2+

ependent [39] and is thus inhibited by NO [27,40]. The lifetime
f NO in whole blood is very short (<1 s) due to its reac-
ion with heme-containing compounds such as oxyhemoglobin
41]. Therefore the anti-platelet effect occurs only locally when
latelets are in close proximity to the endothelium, as the pres-
nce of red blood cells would block the NO transfer to platelets.
t has been estimated that the endothelial derived NO flux is in
he range of 0.5 × 10−10 to 4.0 × 10−10 mol cm−2 min−1 [42].
herefore, if the surface of an intravascular sensor can release
r generate NO at or above this range of fluxes, it is expected to
isplay enhanced thromboresistance. Furthermore, the released
O will be effective only locally at the blood/polymer inter-

ace, which is ideal for biocompatibility purposes. Owing to the
ow NO fluxes, the small dimension of the intravascular sensor,
nd the very short half-life of NO in blood, the locally released
O is unlikely to cause any systemic effect that may lead to

ytotoxicity or hemorrhage.
Nitric oxide also is involved in virtually every step of the

nflammatory process [43]. In fact, NO plays a crucial role
n wound healing and down regulates mediators of inflamma-
ory response. Low concentrations of NO can inhibit adhesive

olecule expression, cytokine and chemokine synthesis as well
s leukocyte adhesion and transmigration [43]. Nitric oxide also
romotes angiogenesis and disruption of the NOS-based NO
eneration pathway is known to impair neovascularization [30].
ubcutaneous implantation also brings the risk of infection,
hich can also be inhibited by NO [29]. Therefore, an active

urface that can continuously release or generate NO in the inter-
titial fluid may also benefit greatly from a locally enhanced
evel of NO, with respect to reducing inflammatory cell migra-
ion and promotion of neovascularization that could increase the
xchange of glucose and other analytes into the subcutaneous
uid adjacent to the implanted sensor.

. Implantable sensors with NO-releasing/generating
oatings

.1. NO-releasing materials

Since the discovery of the anti-thrombogenic role of
O, the possibility of improving biocompatibility by incor-
orating NO-releasing/generating function into biomedical
olymers has been explored by several research groups. Rama-
urthi and Lewis [40] used the direct infusion of gaseous
O(g) (0.1 ppm) through a semi-permeable membrane to
roduce surface NO fluxes ranging between 3 × 10−8 to
.6 × 10−8 mol cm−2 min−1. These low levels of NO were

hown to inhibit platelet adhesion by as much as 87%. How-
ver, it would be quite difficult to deliver gaseous NO (from
eservoir of NO gas) to the surface of an implanted sensor, once
t was placed in an artery/vein or under the skin. Fortunately, a

o
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u
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umber of NO donor compounds have been developed to deliver
O in vivo and study its biological effects [44]. For implantable

ensor applications, the NO donors must be incorporated in the
olymer either as a thin outer coating or into the bulk polymer
rom which the medical sensor is made (e.g., polymeric tubing
or certain catheter style sensors). The duration of NO release
hould match the implant lifetime of the device itself. In addi-
ion, it is critical that the NO release rate be controllable, as
xcess exposure to the NO donor, NO and any reaction products
an be cytotoxic, mutagenic or carcinogenic.

To date, the two most widely investigated NO donors
or biomedical applications are S-nitrosothiols (RSNO) and
-diazeniumdiolates (so-called NONOates). S-Nitrosothiols
an be prepared by reacting thiols with nitrous acid. S-
itrosoglutathione (GSNO) and S-nitroso-N-acetyl-cysteine

SNAC) have been blended into various polymers (e.g.,
oly(vinyl alcohol), poly(vinyl pyrrolidone), poly(ethylene gly-
ol)) by de Oliveira and coworkers for targeted delivery of NO
nd parent RSNOs [45–47]. Bohl and West demonstrated that
-nitrosocysteine (CysNO) immobilized within a poly(ethylene
lycol) hydrogel reduced platelet adhesion and smooth muscle
ell proliferation in vitro [48].

A N-diazeniumdiolate is an NO adduct with secondary
mines [49]. One equivalent of amine reacts with two equiv-
lents of NO to form the corresponding diazeniumdiolate
nder high NO(g) pressure (e.g., 80 psi). The NO release
rom diazeniumdiolates is proton-driven and follows pseudo-
rst order kinetics at physiological pH [50]. The chemistry
f NO release from dibutylhexyldiamine diazeniumdiolate
DBHD/N2O2) is depicted schematically in Fig. 2a. Three
eneral procedures have been used in the preparation of
iazeniumdiolate-based NO-releasing polymers: (1) dispersion
f small amine-based diazeniumdiolate molecules into polymer
atrices (e.g., DBHD/N2O2) [51]; (2) diazeniumdiolation of

ovalently linked amine sites on pendant polymer side chains, or
n the polymer backbone [52,53]; (3) covalent binding of diaze-
iumdiolate groups to micro- or nano-particles, and use of such
articles as polymer fillers [54]. The half-life of NO release can
e modulated by selecting different secondary amine structures
55] and the NO fluxes can be tuned by changing the diazenium-
iolate dopant amount, hydrophobicity of the polymer matrices
r by applying topcoats of polymers to control the diffusion
f water into the layer containing the NONOate. The leaching
f non-covalently bound small molecule diazeniumdiolates can
e greatly reduced by using highly lipophilic diazeniumdiolates
lended into the polymer matrix [51].

A key assumption with respect to potentially using NO-
elease polymers to prepare implantable sensors is that the NO
elease chemistry does not interfere with the sensing chemistry
f the device. Since NO is a redox active species, it is necessary to
stablish that the initial NO donors and the released NO from the
uter coating does not interfere with the analyte measurement
y significantly changing the sensitivity, selectivity or lifetime

f the implantable chemical sensor, especially electrochemical
evices.

Initial work with NO releasing chemical sensors focused on
sing a small molecule NO donor, dimethylhexane diamine
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ig. 2. Schematic of (a) NO-release from DBHD/N2O2 and (b) NO generation
y immobilized Cu catalyst.

iazeniumdiolate (DMHD/N2O2), dispersed into plasticized
oly(vinyl chloride) (PVC) and polyurethane (PU) membranes
or the purpose of preparing NO releasing potentiometric ion-
elective sensors. Indeed, Espadas-Torre et al. reported that pH
nd K+ sensors prepared with the NO-releasing polymer mem-
ranes (doped also with the appropriate ion-selective ionophores
tridodecylamine (TDDA) or valinomycin) for sensing pur-
oses) exhibit similar potentiometric response sensitivities and
electivities towards H+ and K+ as control sensors with-
ut NO release [56]. The NO-releasing ion-selective polymer
lms also exhibit greatly reduced platelet adhesion and acti-
ation compared to control films without NO release when
ested in vitro using platelet-rich sheep plasma. Mowery et
l. further demonstrated that two other NO donors, diaze-
iumdiolated linear polyethylenimine and diazeniumdiolated

ethoxymethylpiperazine PVC, can also be used to prepare

otentiometric sensing membranes [57]. They also extended
he application of (DMHD/N2O2) to a Clark-style ampero-

etric oxygen sensor and proved that NO release does not

o
a
w
n
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ffect the sensor’s amperometric response [57]. Frost et al.
tilized the diazeniumdiolated diaminoalkyltrimethoxylsilane
DACA/N2O2) crosslinked polydimethylsiloxane (PDMS) to
oat the outer walls of a potentiometric CO2 sensing catheter
58]. The NO-releasing CO2 sensors exhibited comparable
ernstian response slopes as the control sensors without NO

elease chemistry. Apparently, the low fluxes of NO released
rom such coatings do not have a significant impact on the
nalytical performance of these devices.

Nitric oxide release has also been employed to enhance the
iocompatibility of optical sensors. Schoenfisch et al. reported
dual-layer fluorescence-based oxygen sensor configuration
ith the underlying NO-releasing layer made from DACA/N2O2

rosslinked silicone rubber (SR) covered by a second polymeric
ayer containing the pyrene/perylene fluorescent indicators [59].
he NO-releasing sensors yielded identical responses to oxygen
s conventional sensors without NO release. Further, Schoen-
sch and coworkers developed a NO-releasing xerogel-based
ptical pH sensor and demonstrated its improved blood compat-
bility through an in vitro platelet adhesion study [60].

To further confirm that NO-releasing polymers can improve
iocompatibility, separate in vitro platelet adhesion studies
sing platelet-rich plasma have been carried out [56,61]. More
uantitative studies on the reduction of in vitro platelet adhe-
ion on plasticized PVC with varying fluxes of NO was
ecently conducted using a novel lactate dehydrogenase (LDH)
ssay [62]. Reduced platelet adhesion was correlated with the
ncrease in NO fluxes. Platelet adhesion was effectively reduced
rom 14.0 ± 2.1 × 105 cells cm−2 on the control polymer, to
.96 ± 0.18 × 105 cells cm−2 on polymers with an NO flux of
.05 ± 0.25 × 10−10 mol cm−2 min−1.

The initial proof-of-concept that NO release can improve
he biocompatibility of devices implanted intravascularly were
erformed by implanting sham catheters coated with diazeni-
mdiolated methoxymethylpiperazine PVC into canine carotid
rteries for 6 h [57]. The catheters coated with NO-releasing
olymer showed greatly reduced platelet activation and adhesion
ompared to conventional PVC implanted in the same animal.
hese experiments indicated that low levels of NO release did

n fact inhibit thrombus formation on the surface of implanted
ntravascular devices within the complex and dynamic environ-

ent of flowing blood.
The first in vivo evaluation of NO-releasing intravascular

hemical sensors was reported by Schoenfisch et al. [63]. In
his study, DMHD/N2O2 dispersed in cross-linked silicone rub-
er (SR) was coated over the outer SR gas-permeable tubing of
Clark-style amperometric oxygen-sensing catheter to impart
O release. These sensors were implanted in canine arteries

or up to 23 h without systemic anti-coagulation. During the
ourse of the experiments, the oxygen levels monitored by the
O-releasing sensors tracked more closely with in vitro blood
as analysis of PO2 levels performed on discrete blood samples
rawn from the animal, as compared to non-NO release control

xygen sensors implanted within the same animal (e.g., more
ccurate results). At the end of each animal study, the sensors
ere carefully explanted from the arteries and examined by scan-
ing electron microscopy (SEM). The NO-releasing catheters
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onsistently showed a marked decrease in platelet adhesion
nder SEM, with no gross thrombus formation. On the other
and, gross thrombus formation was routinely observed on the
ontrol catheters which were covered by adhered platelets, fibrin
nd entrapped red cells.

These encouraging results suggested the potential of using
O-releasing polymers to enhance the biocompatibility and

oncomitant analytical performance of intravascular chemical
ensors. However, it was found that the small molecule NO
onor (DMHD/N2O2) could leach out of the polymer coating
nd a significant amount of NO was released from by the decom-
osition of the donor outside of the polymer coating matrix
61]. This poses potential risks as the decomposition product,
ree dimethylhexane diamine, could react with labile nitrogen
xide species and form a N-nitrosamine, which is carcinogenic.
n addition, the leaching of NO donor into the aqueous phase
ould reduce the effectiveness of locally released NO to inhibit
latelet adhesion/activation at the polymer/blood interface (i.e.,
ess NO being locally released at sensor/blood interface).

To address the leaching problem, Zhang et al. developed the
ACA-SR/N2O2 material where the diazeniumdiolate groups
re anchored on a diamine silane crosslinker and thus the leach-
ng of the parent diamine from the polymer matrix is eliminated
64]. Frost et al. applied this covalently attached diazenium-
iolated DACA-SR/N2O2 coating (∼100 �m thickness) on the
urface of Clark-style oxygen-sensing catheters and evaluated
he performance of these devices in porcine carotid and femoral
rteries for 16 h [65]. The blood oxygen levels determined by
he NO-releasing sensors (N = 9) were statistically identical to
he standard in vitro blood gas measurements, while the control
ensors (N = 9) implanted in the same animals showed statisti-
ally significant deviations (negative values) at 95% confidence
nterval in oxygen measurements after 10 h of implantation. Fur-
hermore, the NO-releasing catheters were found to be relatively
hrombus-free after explantation, while the control catheters
ithout NO-release exhibited largely varied degrees of bio-

ogical response, ranging from very few adhered platelets to a
omplete coverage of the surface by blood clots. Such variation
n biological response is typically observed with implanted sen-
ors, and it is precisely this variability that makes measurements
ith conventional sensors so unreliable.
As mentioned above, another approach to create NO release

olymeric coatings is to use a more lipophilic parent diamine
ompound with longer alkyl side-chains so that extraction into
queous phase is minimized [51]. Replacing the methyl side
roups in DMHD with butyl groups enhances the partition coef-
cient of the diamine into the organic polymer phase by 104.
n another study, the resulting diazeniumdiolated dibutylhexyl-
iamine (DBHD/N2O2) was dispersed into SR, together with
otassium tetrakis(4-chlorophenyl) borate (KTpClPB) which
uffers the pH in the organic phase to maintain a more con-
tant longer term NO release. Biocompatibility evaluations
f NO-releasing catheters with outer SR coatings containing

BHD/N2O2 in the porcine artery model yielded similar results

o other NO-releasing sensor studies, with more accurate blood
xygen measurements and less platelet adhesion and activation
bserved [58].
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NO-releasing polymers containing DBHD/N2O2 have also
hows improved biocompatibility when used as outer coatings
or preparation of needle-type subcutaneous glucose sensors.
ifford et al. prepared glucose sensors with a thin PU/PDMS

oating (∼10 �m thick) doped with the DBHD/N2O2 NO donor
nd implanted them in rats together with control sensors [66].
istological evaluation of neutrophil infiltration revealed that

nflammatory response was greatly reduced during the first 24 h
t implant sites where the NO release sensors were placed versus
ontrol sites in the same animals. However, the NO release from
he polymer coating could only last ca. 16 h, owing the very thin
oating necessary to prevent a dramatic decrease in the flux of
lucose to the underlying glucose oxidase enzyme layer of the
ensor. Therefore, although the sensors remained functional in
ivo for several days, the reduction of inflammatory response
as not maintained for an extended implant period (3 days).

ncreasing the coating thickness is not an option as it would
hange the membrane permeability and adversely affect the sen-
itivity and response time of the glucose sensor. To circumvent
he limitation of NO donor reservoir in the NO-releasing coat-
ng, alternative NO-generating approaches have been pursued to
mmobilize catalysts onto the polymer surface that can decom-
ose endogenous RSNOs, an NO carrier, to generate NO in situ
t the polymer/blood interface.

.2. NO-generating materials

As discussed above, polymer coatings containing NO donors
n the surfaces of implantable sensors will eventually be
epleted, and thus these sensors are likely to eventually lose
he biocompatibility advantage offered by NO release. The con-
ept of “NO generation” coatings is to utilize the endogenous
SNO species that exist in the physiological fluids as a con-

inuously replenishing NO donor to generate enhanced NO
evels at the blood/polymer interface. RSNOs are regarded as

reservoir and carrier of NO in the body. The most abun-
ant endogenous RSNOs are S-nitrosoalbumin (AlbSNO) and
SNO. Transnitrosation reactions occur in vivo so that the
itroso-group can be transferred from one thiol to another
34,36]. The cleavage of S-NO bond in RSNOs to release NO
an occur by three well-established mechanisms [67]. First,
opper ion mediated catalytic decomposition requires Cu2+

o first be reduced to Cu+. Copper(I) reacts with RSNO to
iberate NO by transferring an electron, and thus forms a
hiolate anion and regenerates Cu2+. Under physiological con-
itions, ascorbate and thiolate anions are sufficient reducing
gents to convert Cu2+ to Cu+. The second RSNO decomposi-
ion pathway is through the reaction with high concentrations
>1 mM) of ascorbate to release NO and produces thiolate
nd dehydroascorbate [68]. The third decomposition mech-
nism of RSNOs is the homolytic cleavage of the S NO
ond by light at characteristic absorbance bands of 330–350
r 550–600 nm, yielding NO and the disulfide of the parent

hiols [69]. Further, Hou et al. reported that glutathione peroxi-
ase (GPx) and other seleno compounds (e.g., selenocystamine)
an also catalyze RSNO decomposition [70]. Recent research
sing organotellurium compounds indicate that they also
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ossess similar catalytic activities towards RSNO decomposi-
ion [71].

The potential advantage of the NO-generation approach
n vivo is the utilization of circulating RSNOs as an unlim-
ted supply of NO at the polymer/blood interface. Duan et al.
xplored the possibility of generating NO by transnitrosation
rom endogenous RSNOs to l-cysteine immobilized on poly-
er surfaces [72]. They covalently attached l-cysteine to PU

nd polyethylene terephthalate (PET) and these l-cysteine mod-
fied polymers reduce in vitro platelet adhesion by more than
0% when tested in plasma, but not with a platelet suspension
n phosphate buffer. The suggested mechanism was through the
ransnitrosation of NO+ from endogenous RSNOs (e.g., Alb-
NO) to the cysteine moiety on the polymer surface to yield

mmobilized CysNO. CysNO is relatively unstable and can thus
ecompose to release NO locally at the polymer interface.

Oh et al. developed a lipophilic Cu(II)–cyclen-type complex
o generate NO from RSNO and nitrite under physiological
onditions [73,74]. PVC and PU films doped with this Cu(II)
omplex generated NO in the presence of reducing agents (e.g.,
scorbate, cysteine, glutathione). It was demonstrated such poly-
ers can generated NO with an apparent surface flux as high

s 8 × 10−10 mol cm−2 min−1 from physiological levels (1 �M)
f GSNO. The same polymer was also shown to generate NO
rom nitrite under physiological conditions in the presence of
scorbate. A material that is capable of locally and continu-
usly generating NO from endogenous RSNOs and nitrite could
e used to tackle the biocompatibility problems for not only
mplantable sensors, but even long-term implants, such as stents
nd vascular grafts.

Wu et al. recently evaluated the biocompatibility of
O-generating polymeric coatings in vivo on intravascular
xygen-sensing catheters using the aforementioned porcine
rtery model for up to 20 h [75]. The NO-generation was
chieved using small metallic copper particles of two different
izes (3 �m and 80 nm), doped within a thin outer coating of an
ppropriate polymer applied to the surface of the oxygen sens-
ng catheter. Corrosion of metallic copper provides the copper
ons required for RSNO decomposition (see Fig. 2b). The 3 �m
u0 particles were dispersed in a polymer blend of RTV-3140
R and Tecophilic SP-60D-60 hydrophilic PU (SR:PU = 2:1),
hile the 80 nm Cu0 particles were dispersed in Tecoflex SG-
0A PU with an underlying adhesion promoter layer to ensure
ight adhesion to the SR tubing used to construct the catheter. It
as demonstrated that such coatings can generate NO surface
uxes of more than 2 × 10−10 mol cm−2 min−1 at physiolog-

cal GSNO levels. Further, the incorporation of Cu0 particles
oes not alter the sensitivity and stability of the sensor, nor does
t cause any significant leaching of Cu ions due to corrosion.
n average, the NO-generating sensors (N = 12 for the 3-�m
roup and N = 6 for the 80-nm group) showed improved biocom-
atibility along with more accurate PO2 measurements when
ompared to control sensors without Cu0 particles. The average

ercent deviations of PO2 measured by NO-generating and con-
rol sensors as compared with standard blood gas machine results
considered 100% accurate) are plotted in Fig. 3. On average,
alues from NO-generating sensors showed closer agreement

R
c
R
i

enerating sensors based on 80 nm Cu particles and control sensors (N = 6
ach), as compared to in vitro blood gas analyzer results (from Ref. [75], with
ermission).

ith in vitro blood gas measurements, while control sensors
ielded consistent false-negative values due to thrombus forma-
ion. Nine out of 12 control sensors in the 3 �m group developed

ature blood clot as determined after explantation, while only 3
ut of the 12 NO-generating sensors had evidence of surface clot.
imilar results were obtained with the 80-nm particle group—3
ut of the 6 control sensors had surface clot and only 1 out of the
NO-generating sensors had thrombus formed over the surface.

Fig. 4 shows the representative images of NO-generating and
ontrol sensors from each group after explantation. It is clear that
he NO generating sensor has less thrombus at the sensing tip. An
DH assay [62] was used to quantify the degree of thrombus for-
ation on the sensor surfaces. The average LDH content in the

iolayer on the control sensor surfaces is ∼8 times greater than
he LDH content of the biolayer covering the NO-generating
ensors, further indicating the presence of more adhered cells
n control sensors. The thrombus formation on some of the NO-
enerating sensors might be attributed to the low endogenous

SNO levels in particular animals so that there might be insuffi-
ient NO generated at the surface. Indeed, the question of normal
SNO levels in blood is still under debate and the reported values

n the literature range from 15 nM to 7 �M [33,76]. There might
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ig. 4. Images of two representative pairs of NO-generating (left) and control se
o blood (from Ref. [75], with permission).

lso be a considerable animal-to-animal variation in endogenous
SNO concentrations, giving rise to the difference in biologi-
al response seen in the animals. To overcome the limitation
f basal RSNO levels, it might be necessary to provide a bolus
f naturally occurring RSNO each day, to ensure that blood
SNO levels are adequate to create elevated levels of NO at the

ensor/blood interface. Use of newly developed electrochemical
SNO sensors [77,78] to monitor blood RSNO concentrations
ill likely to help sort out whether such action would be neces-

ary to implement the NO generation approach to enhance the
iocompatibility of the implanted sensors.

. Future prospects

The routine use of implantable chemical sensors is highly
ependent on the reliability of their analytical results. To date,
he analytical functionality of such devices is still hampered
y the adverse biological responses, which render the analyt-
cal results not reliable enough to make therapeutic/clinical
ecisions. As outlined above, it has been recently shown that
he local release/generation of biologically active species such
s NO is capable of reducing thrombus formation as well
s inflammatory responses for intravascular and subcutaneous
ensors, making the output signals from such devices poten-
ially more useful. However, NO alone is unlikely to be the
olution for the entire biocompatibility problem. Indeed, the
ascular endothelium is a perfectly non-thrombogenic sur-

ace due to a number of molecules working synergistically
o maintain vascular homeostasis. A biomimetic approach to
reate an ‘artificial endothelium’ will likely provide the most
romising approach for the development of truly biocompati-

[
[
[
[

(right) after in vivo studies. The portions within the dotted boxes were exposed

le sensors. NO release/generating polymers are the first step
n this direction. Further, surface immobilization of heparin and
hrombomodulin, used in conjunction with continuous release
f a variety of naturally occurring anti-thrombogenic species
including NO and prostacyclin), may render implanted sensors
ven greater biocompatibility than NO release/generation alone.

dual-functional polymeric coating with surface-immobilized
ctive heparin and NO-release has recently been reported [79].
n addition, it has been found that surface bound thrombomod-
lin co-immobilized with heparin on NO-releasing polymers
oth retain their biological functions and might be a promising
andidate for future development of implantable sensors [80].
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